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Chapter |

Introduction

The identification of the fundamental constituents of matter and the description of in-
teractions between these constituents is the main goal of particle physics. In the 1970s
particle physicists formalized the so-called Standard Model (SM) of particle physics and
ever since predictions made by the SM have been tested in a variety of experiments. So
far, experimental results and theoretical predictions based on the SM show remarkable
agreement. The SM is therefore arguably one of the most if not the most successful
and predictive theory in physics ever created, and its theoretical completion in the 1970s
marked a big step towards a theoretical description of the fundamental constituents of
matter and their interactions.

The constituents of matter included in the SM are grouped into three generations of
spin—% particles, each generation containing two quarks, one neutral lepton-neutrino, and
one charged lepton. These three generations differ only in the masses of the contained
particles but otherwise carry identical quantum numbers. Three out of the four known
forces acting on fermionic matter are incorporated in the SM and are mediated by spin-
1 gauge bosons, where the photon mediates the electromagnetic force, the W+ and Z
bosons mediate the weak force, and eight gluons the strong force. The interaction of the
eight gluons with themselves and with the quarks is described by the theory of Quantum
Chromodynamics (QCD). The description of the weak and electromagnetic interactions
mediated by the photon, the W bosons, and Z boson is unified in the Glashow-Salam-
Weinberg (GSW) model . The Higgs boson is introduced as part of the so-called
Higgsmechanism used to produce mass terms for the massive W+ and Z bosons,
which where observed experimentally in 1982, without breaking the gauge symmetry of
the GSW model. The discovery of a scalar particle with properties of the SM Higgs
boson in 2012 [9,[10] at the Large Hadron Collider (LHC) at CERN completed the ex-
perimental search for particles predicted by the SM. Even though the predictions of the
SM are in remarkable agreement with experimental results, there are some shortcomings
or experimental observations that the SM cannot explain. The most obvious one is the
missing description of the gravitational force. But also the origin of dark matter or the
experimentally observed matter-anti-matter asymmetry in the universe are problems that
cannot be solved by the SM. Therefore, the SM in its current form cannot be the ultimate
description of Nature.

The most prominent experimental facility in high-energy physics used to test theoretical
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predictions made by the SM and also potential theoretical extensions of it, is the LHC.
The proton—proton collider started its research program in 2010 at a collision energy of 7
TeV. After a shutdown in 2022 it became operational again operating at a collision energy
of 13.6 TeV. Due to its high cross section and clean experimental signature the Drell-Yan-
like production of lepton pairs is among the most important standard-candle processes at
the LHC |11H14] and can be used for both detector calibration and luminosity monitoring,.
Moreover, these processes provide the opportunity to gain insight on the mass and width
of W bosons, they allow the search for new gauge bosons in the high-mass range, and
the W charge asymmetry and the rapidity distributions of the Z boson can be used to
constraint fits of the parton distribution functions (PDFs) [15]. Furthermore, Drell-Yan
processes allow for the determination of precision observables in the vicinity of the Z
resonance such as the effective weak mixing angle ,, which can be extracted from
the forward-backward asymmetry, Apg. If we consider the long list of physical insights
that can be gained by studying only DY processes—and of course there are many more
processes that can be used to test different predictions by the SM, e.g.vector-boson-
scattering—it becomes clear that with the discovery of the Higgs boson in 2012 the story
of particle physics and the SM was and still is far from completed. In recent years, the
focus of experimental searches at the LHC partly shifted from a rather broad investigation
of the features predicted by the SM, i.e. findig all predicted particles, towards the strive
for gaining more knowledge on the more subtle predictions by the SM that require more
experimental accuracy, such as the measurement of the mass and width of the W boson
or triple or quartic gauge couplings in multi-boson processes.

In order to perform precision tests of the Standard Model, theoretical predictions have
to match the accuracy of the high-precision measurements mentioned above. This means
that the calculation of higher-order corrections to DY processes is needed. Current state-
of-the-art calculations involve electroweak fixed-order corrections up to next-to-leading
order (NLO) [18H30] and leading higher-order effects from multiple photon emissions or
of universal origin [26],28[29,[31,[32]. Fixed-order QCD calculations for inclusive observ-
ables are available up to next-to-next-to-next-to-leading order (N®*LO) [33] whereas for
differential observables predictions up to next-to-next-to-leading (NNLO) order [34}41]
were made. These QCD corrections are supplemented by the calculation of threshold
effects studied up to N°LO accuracy and by resuming large logarithms occurring
due to soft-gluon emissions at small transverse momentum [44-53]. It is commonly agreed
that the calculation of O(asa) corrections is needed in order to achieve the accuracy goal
of minimizing the uncertainty on the W-boson mass to around 8 MeV . This mo-
tivates the effort in recent years of calculating O(asa) corrections to DY processes. To
reduce the complexity of calculations and avoid at the time unknown two-loop box inte-
grals the so-called pole approximation (PA) was used in , to get a handle on these
corrections. Applying the PA it is possible to classify corrections in a gauge-invariant
way into so-called factorizable corrections that include corrections to the production and
decay modes and non-factorizable corrections obtained from contributions including a soft
photon that connects the production and decay of the intermediate W/Z boson. In [55] it
has been shown that the non-factorizable contributions are phenomenologically negligible
and in that factorizable corrections of type “initial-final” lead to a mass shift of the
W-boson mass of O(10 MeV), proving the relevance of O(asa) corrections in order to
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achieve the targeted accuracy goal mentioned before. Quite recently the first complete
calculations of differential O(agar) corrections to DY-like off-shell W/Z production were
obtained [57)/58].

The only class of gauge-invariant corrections of O(aga) in the context of the PA that had
not been calculated at the time of are the initial-initial type corrections. It is one
of the subjects of this thesis to complete the PA for the neutral-current DY process by
calculating the remaining initial-initial type corrections and further study their impact
on the forward-backward asymmetry Apg of neutral-current DY processes in the reso-
nance region of the intermediate Z boson. To our best knowledge, this is the first time
that the impact of O(asa) corrections on the numerically challenging forward—backward
asymmetry has been studied as there are no published results.

We have applied the PA and calculated the previously missing initial-initial type O(as«)
corrections to the neutral-current DY processes in PA. This gauge-invariant part of the
full set of O(asa) corrections in PA contains contributions where the corrections are solely
contained in the production mode of the Z boson and include genuine two-loop virtual—
virtual corrections, real-virtual corrections, and double-real O(asapnot) corrections. Fur-
thermore, we also study the effect of the O(asa) corrections on the transverse-momentum
and invariant-mass spectrum of the Z boson.

Since physics beyond the SM might also show up in the tails of invariant-mass or transverse-
momentum distributions outside the resonance regions, it is important to provide informa-
tion about the size of O(aga) corrections beyond the PA. A first step towards a calculation
of the full O(asa) corrections to off-shell DY processes is the calculation of the gauge-
invariant O(Nyosa) two-loop corrections to single W/Z-boson production which are en-
hanced by the number of fermion flavours /Ny in the SM and result from diagrams including
closed fermion loops and additional gluon exchange or radiation. Besides corrections con-
taining one-particle-irreducible two-loop (sub)diagrams the O(Nyasar) corrections also
contain reducible contributions which either involve a product of two one-loop subdia-
grams or one-loop subdiagrams with an additional possibly unresolved QCD parton in the
final state. We have evaluated the O(Nyaya) corrections to single W/Z-boson production
in a fully differential manner and studied their effect on the (transverse) invariant-mass
and transverse-momentum spectra of the W and Z boson, respectively. The calculation of
virtual corrections of O(Nyasa) involves the issue of extending a gauge-invariant scheme
for treating the W/Z resonance to this order. To solve this problem, we describe the
generalization of the complex-mass scheme [59] (see also Ref. [60]), which is a standard
method for a gauge-invariant treatment of resonances at NLO, for the application to W/Z
resonances at O(asq).

This thesis is structured as follows:

e We start with an overview over the SM in Section 2.1l and its renormalization is
part of Section 2.2l The renormalization of the electroweak sector defined by the
GSW model using the on-shell scheme, the renormalization of QCD in the so-called
MS scheme, and also different electroweak input-parameter schemes are discussed.
Moreover, Chapter [2| contains a short review of the treatment of unstable particles
in quantum field theory (QFT) and the complexified version of the on-shell scheme.
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e In Chapter [3]we discuss factorization properties of amplitudes in infrared (IR)-singular
limits including corrections up to next-to-next-to-leading order (NNLO). The prop-
erties shown there are the basis for the construction of “antenna subtraction terms”,
which is the content of Chapter [4]

e Chapter [f] is devoted to the calculation of O(Nyasa) two-loop corrections to DY-
like W/Z-boson production. Before giving an overview over the different O(Nyasa)
corrections to the squared amplitude we start with a short review of properties of
the DY processes at leading order (LO), followed by a discussion of IR and ultra-
violet (UV) singularities present at O(Nyasa) and their cancellation using antenna
subtraction, and the extension of the complexified version of the on-shell renormal-
ization scheme to O(asq).

e In Chapter [6] we begin with the discussion of the PA for processes with a single
resonance and proceed with an overview over the classification of O(asa) corrections
to DY-like Z production in PA into gauge-invariant parts. This is followed by the
calculation of the various contributions to the initial-initial type corrections and
an extensive discussion of NNLO antenna subtraction terms needed to cancel IR
singularities.

e We conclude with a summary and outlook in Chapter [7}

e In the appendices we summarize some conventions and give auxiliary functions
relevant for Chapter [5] and Chapter [6] in App. [D] and App. [E] respectively. App.
contains a short overview over the kinematics relevant at hadron colliders.

Note the slightly unconventional ordering of starting with the discussion of the calculation
of the O(Nyasa) corrections to off-shell DY processes and a subsequent discussion of
O(asa) initial-initial corrections to DY-like Z production in PA. We organize the thesis
in this way as the O(Nyasar) corrections contain vertex counterterm contributions which
will also be included in the calculation of the O(ag«) initial-initial corrections.
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The Standard Model and its

renormalization

2.1 The Standard Model of particle physics

The Standard Model of particle physics (SM) is a relativistic quantum field theory that
describes three out of the four known fundamental forces, namely the strong, the weak,
and the electromagnetic forces. At small distances, or equivalently at large energies, the
gravitational force is extremely small compared to the other three fundamental interac-
tions and therefore negligible, which explains the applicability of the Standard Model
in the description of physics at scales relevant for, e.g., particle colliders. The physics
of strong interactions is described by quantum chromodynamics (QCD) [61H63]| based on
the non-abelian gauge group SU(3)c. The Glashow—Salam-Weinberg model (GSW) [1}4],
based on the spontaneously broken gauge group SU(2)y x U(1)y, provides a unified de-
scription of electromagnetic and weak interactions. This renders the Standard Model a
spontaneously broken non-abelian gauge theory with gauge group,

describing the continuous internal symmetries of the SM. The non-vanishing masses of
the W+ and Z gauge bosons of the GSW model are theoretically introduced by employing
the mechanism of spontaneous symmetry breaking (SSB), allowing for the generation of
mass terms without the explicit violation of gauge symmetries. This mechanism breaks
the SU(2)w x U(1)y symmetry of the GSW model spontaneously to the electromagnetic
U(1)gy symmetry, so that the photon as the mediator of the electromagnetic force re-
mains massless.

The quantum particle states of the SM are elements of an infinite-dimensional Hilbert
space and are classified according to unitary infinite-dimensional irreducible representa-
tions of the Poincaré group introducing the mass m and the spin s of the particles as
quantum numbers. The corresponding quantum fields belong to finite-dimensional irre-
ducible representations of the Lorentz group. As the SM is formulated as a relativistic
quantum field theory, the quantum fields are the relevant objects for the description of
the dynamics of the SM. The fermionic fields are related to particles making up matter,
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generation

12 3] Q W) (W) Yw(ly) Yw(¥)
charged leptons ¥, | e pu 7 | —1 —% 0 -1 -2
neutral leptons ¥, | ve v, v, | 0 +3 - —1 -
u-type quarks W, u ¢t —i—% —i—% 0 —i—% +§
d-type quarks W, d s b —% —% +% +§

Table 2.1: The electroweak quantum numbers of the fermionic matter content of the SM, which
is classified into three generations and a higher generation indicates a higher mass.

and bosonic fields correspond to particles mediating forces between the fermions. The
dynamics of all SM fields follows from the Poincaré-invariant Lagrangian density,

Lsm = Lym + Liiggs + Lierm + Lyukawa, (2.2)

which receives contributions from terms that describe the dynamics of fermionic (L)
and bosonic (Lyy) fields, the breaking of the electroweak symmetry in order to introduce
mass terms for the massive gauge bosons (Lpiges), and the generation of mass terms
for fermions (Lyukawa). All of these contributions will be discussed individually in the
following sections.

Fermions, local gauge invariance, and the Yang—Mills Lagrangian

The fermionic spin—% particle content of Standard Model includes three generations of
fermions, where each generation of fermions is an identical copy of the other generations
except for the masses of the fermions, which increase with the generation. In principle
it is not necessary to fix a certain number of fermion generations theoretically. However,
as the flavour sector is the only source of the experimentally observed CP violation, one
needs at least three fermion generations within the SM to incorporate this experimental
observation. The SM fermions, divided into three generations, can be further classified
according to the SU(3)¢ representation they belong to. The first class of particles trans-
forms in the singlet representation of SU(3)¢ and are the so-called leptons. They include
three electrically neutral particles, the neutrinos v, and three electrically charged leptons
[. The second group of particles transforms in the fundamental representation of SU(3)¢
and are the so-called quarks. The group of quarks is again subdivided by their electric
charge into up-type v and down-type d quarks. Quarks are not observed as free particles,
but confined into bound states called hadrons. The fermionic particle content of the SM
is shown in Table 2.1

The fermionic fields are elements of the Dirac representation of the Lorentz group and
can be projected onto their left-chiral (%, 0) and right-chiral (0, %) parts by using chirality
projectors, wy = (1 £ 75) (see App. [A] for a definition of ;),

Uy (2) = w U(z) = (m()(@)  Up(r) = w, U(z) = (@RO@) | (2.3)



Chapter 2. The Standard Model and its renormalization

where the spinor Uy (U}) is an element of the right-chiral (0, 1) (left-chiral (3,0)) spinor
representation of the Lorentz group (see also App. [A] for more details on Weyl spinors).
The experimentally observed parity violation is theoretically implemented in the SM by
using different representations of the weak gauge group, SU(2)y, in the left- and the right-
handed components. The left-handed fields transform in the fundamental representation,
whereas the right-handed fields are SU(2)y singlets. Therefore, right-handed fields do
not couple to the gauge bosons of SU(2)yy .

The kinetic part of the fermionic Lagrangian is given by

3
Licrmin = Y <¢:§;¢\If§; + IRILE + WG, 90, + dfdd + u;.Rau;R> (2.4)

i=1

where @ is defined in (A.11])) and we have introduced weak isospin doublets for the left-

handed fermions,
vk ulF
\IJLQ — (lfL> , \pLg — (d’.L) , (2.5)

with ¢ denoting the generation and the primes indicating that the fields are interaction
eigenstates. Mass terms in the Lagrangian for the fermionic matter content will be dis-
cussed below, since a naive introduction of them would violate gauge invariance due to
the different representations of left- and right-chiral fields. The guiding principle when
constructing interaction terms of fermions and bosons is the demand on local gauge in-
variance of the Lagrangian. The kinetic Lagrangian in (2.4)) is, however, only invariant
under global gauge transformation of the fermionic fields ¥(x),

U (z) = U(Bc, Oy, Oy )W (z) = exp(—igsOLTE + igabl, TV, — 110y Ty ) ¥ (), (2.6)

but not under the corresponding local gauge transformation where the global gauge pa-
rameters O¢ of SU(3)¢, Ow of SU(2)w, and Oy of U(1)y, also depend on z, respectively.
Note that the form of the generators, Tg, Tgv, and Ty, of the Lie algebras depends on
the representation the fields W(z) belong to. Local gauge invariance of the kinetic part
of fermionic Lagrangian is obtained by replacing the ordinary derivative by the covariant
derivative

D, = 0, +ig,G%(2)T& — igsW} ()T, + igy B, (z) Ty, (2.7)

where the vector fields B, W/i (j = 1,2,3), and G}, (a = 1,...,8), introduced in the
covariant derivative, are the gauge fields corresponding to gauge bosons. These fields
have the following behaviour under gauge transformations,

B, — B, + 0,0y (), (2.8)
it . i L (O () .
Wi = U0 ) (W - 20, ) iv(0w()' (29)
GoTE — Ue(8(x)) (G;Tg + giaﬂ> Uo(0(2))1. (2.10)
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The combination of covariant derivative and fermionic field transforms according to
D, V(z) = U(6(x))D,V(x). (2.11)

Replacing the ordinary derivative by the covariant derivative in order to obtain a La-
grangian that is invariant under local gauge transformations leads to a Lagrangian which
includes the kinetic part of the fermionic Lagrangian but also interaction terms between
the fermions and the gauge bosons,

3
P ¢ v
Lo =Y {\Pﬁ (9 —igW"r" +igi = B) Wk + 17 (9 + g1 B) 1

i=1

- e N e Y
+ Wl (9 +i9.6° 5 —igW'r" +ig LB ) U+ (2.12)
oA"Y e Yy
+dff (& +ig.¢F > + 19151}9) &+ ulf? (@ +igs B + 1917 )U;R} :

In (2.12)) we have replaced the Lie algebra generators according to the representation of

the gauge groups the fermions belong to, which means that Tg is replaced by the Gell-
Mann matrices ’\2—a for quarks, 7y by the number YTW, where Yy, is the so-called weak
hypercharge, and lev either by normalized Pauli matrices 77 = ]év = %J (for left-handed

fields) or by 7%, = 0 (for right-handed fields). Using the Gell-Mann-Nishijima relation
(which will be motivated in the next section),
Yw

Q=1+ > (2.13)

the weak hypercharges, Yy, are chosen such that the fields obtain the correct electric
charges

2 1
QU = 11, Qv =0, Qui = +3uj, Qd; = —3d;. (2.14)

The dynamics of the gauge fields present in the SM, introduced as part of the covariant
derivative, is described by the Yang—Mills Lagrangian,

1 a a, v 1 7 T, UV 1 v
LYM = _ZGIU‘VG L Z_‘LW'U’VW Y ZB/,LI/BN ) (215>

where the field-strength tensors are defined as,
G, = 0.G) — 0,G} — gsf“chZG,i,
Wi, = 0,W] — 0,W] + g™ WIW,, (2.16)
B, =90,B, —0,B,.

The non-abelian nature of SU(3)c and SU(2)y manifests itself by the non-commutativity
of the corresponding generators of the respective Lie algebra

[T, T"] = T, (2.17)
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where ¢ has to be replaced by the structure constant of the gauge group the generators,
T*, are associated to. The non-abelian structure of SU(3)¢ and SU(2)y leads to non-
vanishing structure constants. When the corresponding field-strength tensors are squared
in the Yang-Mills Lagrangian, these terms proportional to the structure constants then
result in self-interaction terms of the gauge bosons associated to SU(3)¢ and SU(2)w .
Due to the abelian nature of the U(1)y gauge group no such self-interaction terms are
generated in the Yang-Mills Lagrangian.

Using the behaviour of the covariant derivative under gauge transformations given in
Eq. and the relation of the field-strength tensors to the commutator of covariant
derivatives,

[Dy, D] = ig,G%, T¢ — igsW7, T3y + ig1 By, (2.18)

one obtains the behaviour of the field-strength tensors under gauge transformation which
can be used to verify the gauge invariance of the Lagrangian Ly in (2.15)).

Higgs part

The naive introduction of mass terms in the SM Lagrangian is not possible, as they
would spoil gauge invariance. The mechanism of spontaneous symmetry breaking offers
a solution to this problem by introducing a complex scalar colour-neutral weak-isospin

doublet,
P(z) = (2;;3) : (2.19)

with a non-vanishing vacuum expectation value (vev). Choosing a certain vacuum state
g breaks the full symmetry group SU(2)y x U(1)y of the Lagrangian. Expanding the
scalar isospin doublet @ around the chosen vev ®(x) = ®¢+ () introduces the Higgs field
and two would-be Goldstone bosons as part of ¢(x). By choosing the vev @ properly, the
Lagrangian in terms of the fluctuating field around the vev ¢(x) and the vev &y will have
only a residual U(1)gys gauge symmetry instead of the full electroweak gauge symmetry
group. Terms within the Lagrangian that include the vev ®( provide the desired mass
terms for the W= and Z boson. It is, however, important to mention that the Lagrangian
in terms of the original scalar isospin doublet ®(z) still has the full SU(2)y x U(1l)y
gauge symmetry, it is just not obvious when writing the Lagrangian in terms of ¢(x).
The generation of mass terms for gauge bosons using spontaneous symmetry breaking,
also known as "Higgs mechanism®, is discussed in more detail in the following.

Renormalizability and gauge invariance constrain the allowed terms for the Lagrangian
of the scalar isospin doublet ®, leading to

Litiges = (D, ) (D"D) - V(®), (2.20)

with the potential

A
V(D) = — 120D + Z(CI)TCD)Z, g2\ > 0. (2.21)
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Higher powers of ®T® are not allowed as they would lead to a coupling with negative mass
dimension and therefore contradict the requirement of renormalizability. The parameters
A and 2 are chosen such that the scalar field develops a nonzero vev, ®,, which is the
minimum of the potential V' (®) at |®| # 0 and is determined by the condition

2u? 0?2
Plp, = L = 2 2.22
0*0 )\ 2 ( )

As mentioned above, by choosing the vacuum state properly, one can break the SU(2)y, X
U(1)y down to a U(1)gy symmetry. As we will see below, a possible choice that leads to

this behaviour is given by
0
() = &y = ( i} > ) (2.23)

V2
Fluctuations around this ground state can be parametrized by
0 T(x
YT o I AN LR ) (2.24)
+ ) T\ G @) +ix(E)
where the real field H corresponds to the neutral spin-0 Higgs particle with mass
My = V2. (2.25)

The real field y, the complex field ¢, and its adjoint ¢~ correspond to unphysical would-
be Goldstone bosons, which provide the necessary longitudinal degrees of freedom to
render the weak gauge bosons W, Z massive. Inserting the field ®, expanded around its
vev given in , into the Lagrangian Lyiges, We obtain the Lagrangian in terms of the
Higgs boson and the would-be Goldstone bosons,

1
Liiggs = 5(8MH)(8"H) — 1 H? + Lyrass + “interaction terms”. (2.26)

The mass terms for the massive gauge bosons are produced from contributions that only
include the vev @,

EMass :(DHCI)())T(D“@O)

_11}2
42

2
(2.27)
(ﬁ}:”ﬁwwqﬂmwﬁ+mb@ﬂW”+mBW>
a=1

In order to obtain a diagonal mass matrix we rotate the fields Wj’ and B, into the A,
and Z, fields and additionally define the electromagnetic charge eigenstates VVMi by,

A Ow —sinf B 1
I e 8 I U e 1 (2.28)
Z, sinfy,  cos by W V2
where the weak mixing angle 0y, is fixed according to
cos by = 92 (2.29)

ViE+d

10
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Using I* = I}, £1il3,, we are now able to show that the Lagrangian including the mass
terms for the gauge bosons from above does not include a mass term for the photon. We
start by rewriting the covariant derivative in terms of the rotated fields,

2YW> _; 9192

21w _ 99
2 Vi + 93

Z, (ggfgv iy QA (2.30)

. 92 + 7+ . 1
D=0, — 12N Wt — i
VE%:” VI + 93

where we have identified the electric charge ) by

Y,
Q:I%+€? (2.31)
Note that the last equation motivates the Gell-Mann—Nishijima relation that we already
introduced in (2.13]). We now observe that the combination of gauge group generators,
which we identified with the electric charge ) and are multiplied with the field A, in the
covariant derivative, vanishes when applied to the vev chosen before,

Y 1 0)\(0
Q@OZ(ﬁrw§Q@0:<oo)(%>zo. (2.32)

Therefore, we conclude that there is no term in (D,®o)"(D"®,), that corresponds to
a mass term for the photonic field A, and the photon indeed remains massless. As
mentioned above, the fields W/f(x) turn out to be eigenstates of the charge operator @)
with eigenvalues 1. The masses of the gauge bosons are identified in (D, ®¢)!(D"®y) as,

(& (&
My = gag, Mz =5

Identifying the electric unit charge with the coupling of the photonic field A, to charged
fermions, one obtains

9192

NEY

After choosing the specific ground state ®(, expanding around this ground state ®(z) =
Py + (), and rewriting Lyges in terms of ¢(z), the result is invariant under the simul-
taneous gauge transformation

(2.34)

o) = oxp (ieQQ(x))SO(w)
Ay(z) =A,+0,0(x),

(2.35)

since there is no mass term for the field A,. This means that the original SU(2)w x U(1)y
symmetry has been broken down to the U(1)gy symmetry.

Fermion masses

The experimentally observed parity violation is implemented in the SM by assigning
different representations of SU(2)y to the left- and right-chiral parts of fermionic fields.

11



Chapter 2. The Standard Model and its renormalization

The introduction of a naive mass term would mix left- and right-handed components of
fermionic fields and therefore violate gauge invariance of the Lagrangian. Also in the
fermionic sector the SU(2)y Higgs doublet is the key ingredient in the generation of mass
terms. However, in contrast to the bosonic sector, where the interplay of the non-vanishing
vev of the Higgs doublet with the covariant derivative leads to mass terms for the massive
vector bosons, in the fermionic sector mass terms are generated via the introduction of
Yukawa couplings of the left-handed isospin doublets, the right-handed fermions, and the
Higgs doublet,

Lyukawa = — ) (ng\IfL; O I 4+ G0, @ W + GG dfF + h.c.) : (2.36)
0]

where we used the charge conjugate of the Higgs doublet

oo () -

and the Yukawa couplings G, f = [, u, d, are complex 3 x 3 matrices in generation space.
The mass terms for fermions are obtained by splitting the Higgs doublet into its vev and
the fields fluctuating around the vev (2.24), ®(z) = ®¢ + ¢(x). The terms in
including the vev then produce the fermionic mass terms,

1
V2

In order to obtain diagonal mass matrices one can use biunitary transformations,

. v R
diag(my,) = 7 rGlugt, (2.39)
The “physical fermion fields” correspond to mass eigenstates and are obtained by applying
the unitary matrices UJ{“/ f to the primed fields that correspond to eigenstates of the gauge
interactions

Lotasss = — My frfr+hc. = —vf;GI fr + he., with f/ =1"u/,d. (2.38)

3 3
U= Upy¥h, =Y Ul e (2.40)
k=1 k=1

Since neutrinos are assumed to be massless in the SM, we can choose the same unitary
transformation for the neutrinos as for the leptons, UF = U, so that U drops out off the

Lagrangian. In the quark sector the transformation matrices Uﬁ/dL drop out in interaction
terms in the Lagrangian that are flavour diagonal. However, in the W/jt coupling terms,
92  _Lixrt gL FLii—. L

—(uwWrd” +d*W~ u"), 2.41
o ) (241)
and also in ¢ @d and ¢~ du interaction terms present in (2.36)) the transformation matrices
do not cancel and instead introduce the Cabibbo—Kobayashi-Maskawa (CKM) matrix,

Veuk = UFUM, (2.42)
The CKM matrix can be parametrized by four parameters, one complex phase and three
angles. The complex phase used to parametrize the CKM matrix is the only source of CP

violation in the SM.

12



Chapter 2. The Standard Model and its renormalization

Quantization

When using functional integrals to quantize gauge theories one is obliged to introduce a
gauge-fixing prescription to handle divergent contributions to the path integral, originat-
ing from physically equivalent field configurations, which are related by gauge transfor-
mations. The Fadeev—Popov procedure [64] can be used to split off the infinite gauge-
invariant volume of the local gauge group from the functional integral. After normalization
of the path integral this infinite factor drops out.

Using the Fadeev—Popov procedure, the gauge-symmetry-breaking contribution is intro-
duced as an additional term in the Lagrangian, Lg,, which is added to the SM Lagrangian
and allows for the extraction of the infinite gauge-invariant volume of the local gauge
group. The introduction of the additional term, Lg, is compensated by the Faddeev—
Popov Lagrangian, Lpp, which ensures that each representative field configuration of a
“gauge orbit” is taken into account with the correct weight. In total, this leads to an
effective SM Lagrangian of the form

Lsmet = Lsm + Lo + Lrp. (2.43)

The gauge-fixing Lagrangian is given in terms of gauge-fixing functionals,

1 1 1 1
Lo = —— A2 L ez L G,a2__+*’ 2 44
= =g (P = 5 () = g (P9 = o1 (2.44)
which are, in case of the SM, typically chosen as,
fZ =02, —i&;Myx™F, fA=0"A,, (2.45)
f5 = 0", Figy My o™, for =0"Gy.

By using the 't Hooft-Feynman gauge, 5‘(,’) =1 (V = A Z W,G), the masses of the
unphysical would-be Nambu—Goldstone bosons reduce to the masses of corresponding
physical bosons, Mg+ — My, and M, — Mz. Moreover, the mixing terms of would-be
Goldstone fields and gauge bosons in the electroweak Lagrangian can be canceled against
terms in the gauge-fixing Lagrangian using the 't Hooft-Feynman gauge and the gauge-
boson propagators reduce to the form

AV (p) = — 19w 2.46

The Faddeev-Popov Lagrangian Lgp is given in terms of so-called ghosts u* and u*, which
are Grassmann-valued scalar fields and correspond to unphysical states. Explicitly the
Faddeev-Popov Lagrangian reads

Lrp = —a" M, (a,b= =+, Z, A). (2.47)

The operator M? is given by the variation of the gauge-fixing functionals (2.45) with
respect to infinitesimal gauge parameters 66%,

_ 0fa(x)

M (z)6(x —y) = 50°(y)

(2.48)
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2.2 Renormalization

A Lagrangian of a given model depends on a certain number of independent input pa-
rameters which have to be determined by experiment. These parameters are usually cho-
sen such that they have a physical meaning directly related to experimental measurable
quantities or because chosing them is theoretically motivated. Precision measurements of
strong and electroweak processes, however, require the calculation of higher-order correc-
tions to tree-level approximations within the SM. Including these corrections in theoretical
predictions changes the relation between parameters of the SM Lagrangian at tree level,
called the “bare” parameters (denoted by a subscript “0”), and observables and therefore
spoils the direct relation between these parameters and physical quantities.

Additionally, higher-order corrections contain loop diagrams that introduce so-called ul-
traviolet (UV) divergent contributions to theoretical predictions, which are a result of re-
gions included in the corresponding loop integrals, where the loop momenta tend towards
infinity. It was shown by 't Hooft that gauge theories are renormalizable, i.e.that
both for unbroken and spontaneously broken gauge theories it is possible to eliminate
all UV divergences in observable quantities (cross sections or decay widths) in all orders
of perturbation theory by absorbing them into a finite set of renormalization constants,
which are introduced by reparametrizing the bare parameters {gi o, ..., gno} in terms of
UV-divergent renormalization constants {Z,,,...,Z,, } and finite renormalized parame-
ters {g1,..., 9.} We use a multiplicative renormalization, i.e. we reparametrize all bare
parameters, g;o, in the SM Lagrangian by g;0 = Z,,¢; and expand the renormalization
constant, Z,, = 1+ 62, + O(g?), using perturbation theory. Applying this renormal-
ization transformation to the bare parameters of the SM Lagrangian, one can split the
bare Lagrangian, Lg, into a part containing only renormalized input parameters, Lgyy,
and a counterterm part that contains renormalized input parameters and renormalization
constants, 0Lg,s. In total we have,

Lsro(91,05---) = Lsm(gr,--.) +0Lsm (g, .. ), (2.49)

where 0Lg)s is the so-called counterterm Lagrangian containing all renormalization con-
stants 6Z,, and Lg) is obtained by the replacement g; o — ¢; in Lga0. As input param-
eters of the Lagrangian we choose the electromagnetic and strong couplings, the masses
of the fermions and gauge bosons, and the CKM matrix Vj:

€0, 9s,0, M0, MW,07 Mz,o, MH,07 V. (250)

For these input parameters we introduce the following renormalization transformations,

eo = (1+06Z.)e, M?I,O = Mj + oM,
MI%V,O - MI%V + (SM%/, myio = My, —+ (Smﬁi, (251)
M%,o = M% + 5M§> Vijo = Vij +0Vi;.

Renormalizing the parameters of the SM Lagrangian is sufficient to obtain UV-finite S-
matrix elements, but in order to get finite Green’s functions as well, one has to renormalize
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the fields in the same way as described above for the parameters. The field renormalization
transformations read

Wi =/ ZwW* = (14 = 6ZW)W,

(Zo ) [ 7z Z4s (z)_ 1448722 16724 z
Ao ziy zi )\ A 3024z 1+30Zaa ) \ A (2.52)

1
Hy=+/ZyH = (1 + —5ZH)H
flo= va f;:(@ﬁ 5Zf’) ., T=R,L.

By demanding that the UV divergences have to cancel in Green’s functions, only the UV
divergent parts of the renormalization constants are fixed, whereas the finite parts of the
renormalization constants have to be fixed by additional constraints, known as “renor-
malization conditions”. Choosing a set of renormalization conditions defines a “renor-
malization scheme”. By using the so-called “on-shell renormalization scheme” [66-69] we
can restore the physical meaning of the renormalized parameters after including higher-
order corrections and relate these parameters to quantities that are directly measurable
in experiments. Before absorbing the UV-divergent contributions into the renormaliza-
tion constants and fixing the finite parts of the renormalization constants by choosing a
renormalization scheme, one needs a regularization procedure which maps the divergences
to finite expressions and reproduces the divergences in some limit. Throughout this work
we use dimensional regularization (see App. [C] for a short recapitulation).

2.2.1 On-shell renormalization scheme

The renormalization conditions in the on-shell scheme are chosen such that the renor-
malized parameters are directly related to physical parameters and external fields are on
their mass shell. As a consequence the renormalized electric charge is equal to the clas-
sical electromagnetic charge occurring in the on-shell yeTe™ vertex for vanishing photon
momentum. In addition to the renormalizeation transformations in - ) and (2.52 -, an-
other finite renormalization transformation is introduced to fix the vacuum expectation
value (vev) at the true value by using an additional renormalization constant t.

By fixing the zeroes of renormalized one-particle two-point vertex functions, [ to be
equal to the physical masses,

Rel' (p)uy(p) =0, (2.53)

Rel'}Y (p)e" (p) =0, V,Ve{A Wz}, (2.54)

p?=My,

one ensures that the propagators as the inverse of two-point vertex functions have their
pole at the location of the physical masses of particles. The spinor u(p) and polarization
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vector £”(p) project onto physical degrees of freedom of on-shell fermions and gauge
bosons, respectively, in the corresponding two-point functions,

(2.55)

. . ~FLL S FR & f,S
=10;;(ff — my) +1 [ w_Zij (p?) +;¢w+22fj (p*) + (myaw_ + mf7jw+)22fj (»?)],

M) =i’ — Mpp) +i=7 (%),
~ . . Pulv \ & .Pubv &
B 0) = il — M) —1 (g — L2 ) SV - B ),
AVV . . Pubv \ &vv PuPv &yvy
L () = =iguw(p® = My)dyy —i <9w - ;—2) St () — E RN (),

where V,V € {A,Z} and M2 = 0. Note that we write renormalized quantities with
the superscript "~ in order to distinguish them from unrenormalized quantities. In the
renormalized fermion two-point functions, f]f;s denotes the scalar and f]{f, f]{]?R the
left- and right-handed vector parts of the fermion self-energies. The longitudinal and
transversal parts of the boson self-energies ¥V (V) = A, Z W) are denoted by XYV
and E%V/, respectively.

To obtain finite Green’s functions we also renormalize wave functions and demand that
on-shell external particles have the canonical normalization as in the free theory and
for this reason force the residues of the renormalized propagators to be 1. This fixes
the finite parts of the wave-function renormalization constants and translates into the
following renormalization conditions,

. + my ~
fim —pz s Rel ! (p)ug(p) = —uy(p), (2.56)
pQ—)mf pe — mf

) 1 T
p}lﬁlﬂ ]ﬂ_—wRerxy‘/(p)éu(p) = eu(p), (2.57)
v 14

1 ~
lim —————Rel'"(p) =1. 2.58
i e ) (25%)
As a consequence of the renormalization conditions for the wave functions no self-energy
diagrams on external legs have to be taken into account when calculating renormalized
amplitudes. Inserting the renormalized two-point functions into the renormalization con-

ditions (2.54) and (2.58]), one obtains the following bosonic renormalization constants [72],

oXW (k?)

SMZ =ReSW(M2), 6Zy = —Re :
k2 | g
W
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0x7” (k?)

SMZ = ReX2%(M2), 6777 = —Re :
ok? k2=M2

277 (M3) ()
5ZAZ = —2Re T%, §ZZ =2—— M2 y (259)
82’4‘4(1{:2)
ST ap = ———L 77/
AA akz k2:0 Y
oxH (k2
M} = ReX®(M}), 67y = —Re o (k) :
ok |y
H
For the fermionic sector the renormalization constants are given by
omy; = mf’ —~Re <2£L(m?z) + Z{{R(m?‘,z‘) + 22{273(7”]‘72‘2)) ;
IL 2 = L R
fi Y
2 2 Ef,S 2 . .
+(mf7i + mf,j) ij (mf,j) ) i # 7,
2 —
7R R )
6Z5" = ——=—Re [m} S (m3,) + mpamp ) (2.60)
fi fi
+2mfsz7]§]f’ (mf])} , i # j,
~ 0 —
0Zft = —RexfF(m3,) —m], WRG [E{{L(ﬁ) + 25 0?) + 22{{5(292)] .
_mf i
N o —~
SZ5" = Resfm) — oo Re [0 + 5L + 200000
7mf,i

Note that longitudinal parts of bosonic self-energies do not occur in renormalization con-
stants as the polarization vector €”(p) projects on the transversal degrees of freedom. The
operator Re is only applied to quantities that depend on the quark mixing matrix at one
loop. It returns the real part of its argument but does not act on quark mixing matrix
elements appearing in the expression where Re is applied to.

The renormalization transformations of the sine and cosine of the weak mixing angle are
given by,

Cw,o = Cw + (SCW, SW,0 = Sw + 58w. (261)
As the weak mixing angle is derived from the masses of the massive vector bosons,

M2

2 2 W

gy =1 —sy = —3, (2.62)
M%
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its renormalization constants are related to the W and Z boson self-energies,

2 ww 2 Z7Z 2
Cw Ciy Sw 2 Mg, M7,

The CKM matrix appears in the quark-I-boson couplings at leading order as a con-
sequence of the transformation of bare weak interaction eigenstates, f{, into bare mass
eigenstates, fo = Uf, fg, via the unitary matrices Ufy, f = u,d. Due to the renormaliza-
tion transformation at next-to-leading order in the on-shell scheme,

1
fiy = L+ 50250 £, (2.64)

the higher-order mass eigenstates, f”, are rotated by the anti-Hermitian part 6Z/47 =
%(5Zf’L — 0ZLE) of §Z1F,

1 1
ft= (22Ul (25 h): f = Uk, (1 + §vaL - 52“*) f. (2.65)
To obtain mass eigenstates also after the renormalization transformation at next-to-
leading order, this rotation has to be compensated by the introduction of a renormal-
ization constant for the CKM matrix,

1 A d,A
5Vij = 5 (52;2’ HTVEij + Voﬂ'k(SZk} A (2.66)
The renormalization condition for the electric charge e is defined so that the coupling in
a scattering process of a photon on a physical electron with zero momentum transfer of
the photon is given by the classical electric charge, i.e. the renormalized photon-electron
vertex,

0
A A,
DI (k,p, —p) = VD , (2.67)
f=p
gets no higher-order corrections,
a(p)T4 (k= 0,p, —p)u(p) — et (p),u(p). (2.68)

2 02
pr=my

Note that in f‘ﬁf 7 no external-leg corrections have to be considered due to the choice of
the field renormalization conditions. Applying this renormalization condition leads to [72]

_10544(R)

sw 277(0)
2 0k2 ’

2

57, (2.69)
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The vev of the Higgs field, v = %, leads to a vanishing Higgs tadpole t at leading order

A
t= 'U(,uQ — Zzﬂ) =0, (2.70)

which is determined from the term in the SM Lagrangian Lg), that is linear in the Higgs
field,

Liqdpole =1 - H. (2.71)

If v is the “correct” vacuum, i.e. it fulfills , t as a function of v has to vanish and
can be seen as a definition of the “true” value of the vev v. At next-to-leading order
the Higgs tadpole t gets non-vanishing loop corrections from vector bosons, fermions, and
scalars in the loop. The scalar isospin doublet ® introduced in is renormalized
via &y = /Zs®, with Zg = Zy. Using we see that the vev and the Higgs field
H acquire the same renormalization constant 6Z¢ = 0Zy which means that determining
the renormalization constant of the Higgs field renders the vev finite. In order to restore
the renormalized vev as the actual minimum of the effective Higgs potential we introduce
an additional renormalization transformation ¢ = ¢y + 0t and use the renormalization

condition ¢ = 0 leading to

P10t = —itg = (—1) - H-‘ . (2.72)

In this way we cancel all higher-order contributions to the tadpole, and the finite vev of
the renormalized theory is indeed the actual minimum of the effective Higgs potential.

2.2.2 MS scheme and running of oy

The application of the on-shell scheme for calculations in QCD is not reasonable as quarks
and gluons are confined within hadronic bound states, meaning that the parameters of
the QCD Lagrangian are not directly related to measurable quantities. This motivates
the application of the so-called modified minimal subtraction (MS) scheme in QCD cal-
culations. In this scheme, at the one-loop level one subtracts the 1/& pole together with a
universal constant, % —~g +In(47), into the renormalization constants. In the MS scheme
renormalized loop amplitudes depend on the renormalization scale u (see in App. [C
for more details on dimensional regularization), since the renormalization constants have
no dependence on pu, and therefore the counterterm diagrams do not cancel the renor-
malization scale in loop amplitudes. In the calculation of a physical quantity this scale
dependence should drop out, which leads to the introduction of a running coupling con-
stant. The dependence of the running coupling on the renormalization scale is dictated by
the fact that the explicit dependence of physical quantities on the renormalization scale
has to cancel. Following Ref. , we will now discuss how this running is implemented
in the case of the strong coupling constant asg.
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We consider a dimensionless physical observable R that depends exactly on one energy
scale (). Assuming the scale () to be bigger than any other dimensionful parameters
entering the process implies that all involved quark masses can be set to zero. As a
dimensionless quantity, R can only depend on Q?/u?, where y is introduced in the process
of the renormalization of R which is necessary due to potential UV divergences present in
higher-order corrections to physical observables. This second mass scale pu is associated
to the point at which the strong coupling is measured. Moreover, as discussed above,
we introduce an implicit dependence of R on u by the running of the coupling ag(p?).
The independence of the physical observable R on the arbitrary renormalization scale is
expressed in the following equation,

d 0 Jag 0
*—R(Q*/1, as) = |1 2 R=0. 2.73
I (Q°/p as) = |p 02 T B2 Bag (2.73)
Introducing the so-called S-function,
0045
2
Blas) = p o (2.74)

which describes the rate of variation of the renormalized coupling at a fixed scale p, i.e.
the running of the coupling, we can can rewrite (2.73) as,

0 9 . Q*
- + ﬁ(aS)E R(e', ag) =0, t=1In (F) (2.75)

One solution to the last equation is given by R(1, ag(Q?)) which implies that the energy
dependence of R is fully determined by the running coupling ag(Q?). The perturbative
expansion of the QCD S-function has the following form,

Blas) = —baz(1+Vag +b"as + O(ad)). (2.76)

The coefficients in the expansion depend on the number of active quark flavours, ns, and

are given by , —_
_ 99 T 4ny

b ;
127
., 153 —19n;
"~ 27(33 — 2ny)’ (2.77)
77139 — 15099n ¢ + 3257@
28872(33 — 2ny)

At next-to-leading-order the differential equation reads

b// —

Ja
M25_HJ§ = —baz. (2.78)

The solution of this equation,

1 1 _ n Q_2 ae(0?) — as(p?)
(@) as) ! (m)ﬁ’ @)= ageem@ey; 7
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describes the running of ag at this order in perturbation theory. Asymptotic freedom,
i.e.the fact the strong coupling constant becomes smaller at large energies or small dis-
tances, is a consequence of the fact that for ny < 16, the coefficient b is larger than zero.
This implies that for larger energy scales Q2 the coupling becomes smaller allowing for
the treatment of QCD in a perturbative way at large energies.

2.3 Electroweak input-parameter scheme

In the previous section the electromagnetic coupling was defined in the Thomson limit,
meaning that all corrections to the photon-electron vertex vanish on-shell and for van-
ishing photon momentum transfer. In this scheme, called the “«(0)-scheme”, theoretical
predictions for electroweak radiative corrections to high-energy cross sections and de-
cay widths (without photons) include logarithms ~ log(mfc /s) of light fermion masses,
my. These logarithms originate from loop corrections to the photon vacuum polarization,
IT44(0), and lead to large radiative corrections at the relevant energy scales of high-energy
experiments. By the introduction of a running electromagnetic coupling constant,
a(0)

a(0) = a(s) = I Aa(s) (2.80)
the large logarithms, contained in Aa(s), can be absorbed into leading-order predictions.
In the “a(My)-scheme”, the scale of the running coupling «(s) is chosen to be at the mass
of the Z boson, s = M2,

a(0)
0 2.81
0O ~ T A3 (281)
with the UV-finite quantity,
Aa(My) = I 0) — Rell/7) (M2). (2.82)
Additionally, one has to modify the charge renormalization constant,
1
§20Mz) — §700) _ FAa(My), (2.83)

since otherwise, corrections related to Aa(M%) would be counted twice in electroweak
1-loop corrections.
In the so-called “G,-scheme”, the electromagnetic coupling constant is derived from the
Fermi constant G,. In this scheme, the leading-order relation between the Fermi constant
and the electromagnetic coupling constant,

ma(0

p= \/—2—()27 (2.84)

253 My,
is used as a definition of the electromagnetic coupling. The Fermi constant is obtained
from the measurement of the muon lifetime by using the following relation,

1 Gm 8m? 3m;, o« (25
_ 1 e+ I~ 4 — (= g2 2.85
Ty 1927?3( m2)[ +5771%,[,—i_27r<4 W)]’ (2.85)

I
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where the photonic corrections to the muon lifetime within the Fermi theory are given by
the terms proportional to «. Including higher-order corrections to the muon decay, the

LO relation between G, and «(0) in (2.84)) is modified to [72,[75]

ma(0)

— (14 A, 2.86
= T ) (2.86)

where Ar summarizes higher-order corrections to the muon decay obtained in the Fermi
model except for the photonic corrections which are already contained in the definition

of G, in Eq. The UV-finite quantity Ar is given by,

2
Ar =ITA4(0) — W (

) BO6)) B0 s )
! _
Sw

M2 M2, M2, -

»AZ(0 7 —4s?
W §)+ 042 stlOgC%/V J

sw M7 47 sy, 2siy

and leads to a corresponding electromagnetic coupling in the “G,-scheme” given by

V2G, M2, 5%

™

a(0) — ag, = = a(0)(1 + Ar). (2.88)
As in the “a(My)-scheme”, the charge renormalization constant has to be modified in the
following way,

1
6200 — 578 = 5790 SO (2.89)

The logarithms of the small fermion masses contained in the charge renormalization con-
stant, 6227, are therefore cancelled in §Z5* by I44(0) in Ar. In this way, the large
logarithms are removed from the radiative corrections and absorbed into the coupling
constant, ag, .

2.4 Treatment of unstable particles in QFT

The lifetime of unstable elementary particles within the SM such as the Higgs or the
W/Z boson are typically to short to be measured directly in detectors and only leave
their imprint as resonances in the measurement of their decay products. The lifetime, 7y,
of an unstable particle V can then be obtained by the extraction of the total decay width,
'y = 1/7v, from the Breit-Wigner-like resonance in invariant-mass or transverse-mass
spectra of the decay products. As instability effects in the propagation of particles arise in
quantum field theory only as higher-order effects, we need to resum one-particle irreducible
self-energy contributions into the propagators in order to obtain a theoretical description
of the Breit-Wigner-like resonances. This resummation of higher-order effects leads to a
mixing of perturbative orders between corrections of self-energy type, which are resummed
to all orders, and corrections that are not of self-energy type which are due to their
complexity in practice calculated only to a finite order in perturbation theory. However,
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as gauge independence and unitarity hold order-by-order in perturbation theory, this
mixing leads to potentially gauge dependent results of S-matrix elements. In this work,
we will use two different approaches in order to solve these conceptual problems. The
first approach, the so-called complex-mass scheme, is discussed in the next section. The
pole approximation, introduced in Section [@], is another possibility to introduce instability
effects in a gauge-invariant way and leads to simplifications of theoretical calculations by
reducing the number of allowed Feynman diagrams. This is achieved by insisting that the
unstable particle under consideration is produced nearly on-shell, which also guarantees
gauge independence. However, this restriction induced by the pole approximation limits
the predictivity of calculations using the pole approximation to the resonance region of
the unstable particle.

2.4.1 Preliminaries

Before the discussion of methods that circumvent conceptual issues arising from the re-
summation of higher-order effects combined with a truncation of the perturbative series,
we first introduce the idea of a Dyson summation to introduce instability effects in propa-
gators, which also addresses the issue of properly defining the mass and width of unstable
particles. This will eventually also allow us to understand the relation between definitions
of mass and width in different schemes. For simplicity in the following we consider only
the case of the Higgs boson, but the discussion can also be applied to the EW gauge
bosons of the Standard Model. For a more complete discussion of unstable particles and
their theoretical implementation in perturbative calculations we refer to [60].

Dyson resummation of one-particle irreducible self-energy corrections to the Higgs prop-
agator GH(p?) leads to,

1 1 1

GH(p?) = —[TH(p, —p)] " = n SH)
( ) [ ( )} p2 o MI?LO pQ _ MI?LO ( >p2 o MI?I’O
S ) i
2 \2 Z<_ 2 _ )2 2 \2 SH(2)’ (2.90)
p 1o p 10 p fio T 2M(p?)

n=0

where X! is the unrenormalized self-energy of the Higgs boson. In order to eliminate the
bare mass My of the Higgs boson from the propagator we can use the renormalization

transformation of Higgs mass (2.51)),
M= Mg+ 0Mjg. (2.91)

The renormalization condition (2.54) in the OS scheme, leads to the renormalization

constant given in (2.59))
6MI%,OS = Re EH(MI?I,OSL (2.92)

which implies that in the OS scheme the bare mass and the renormalized mass of the
Higgs boson are related by

MI%,OS - MI?I,O + Re{ZH<M}2LOS>} = 0. (2.93)
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Chapter 2. The Standard Model and its renormalization

We can use the last equation to eliminate the bare mass in the the Dyson summed prop-

agator in ([2.90) and obtain,

B i B i

PP Mg+ EHp?) p? — M og — Re{SH (M og)} + XM (p?)
1

e . 2.94
PoMios (p2 — My og)[L + Re{SH/ (M og) } +iIm{EH (Mg og)} + ... (294)

G"(p?)

In the resonance region, p? &~ Mg g, this is equivalent to

 Ros
GH(p?) = 1o , 2.95
#) p* — Mf o5 + 1M 05,08 (2:95)
where we have used the definition,
1 Ros Im{ZH (M2 o5)}
Ros = ————, Thos= oS (2.96)
1+ Re{X"/(Mg os)} M08

The square of this propagator generates the Breit—Wigner shape of the resonance of the
Higgs boson in the invariant-mass spectrum of its decay products. Therefore, we now have
identified the quantities that define the location and the width of the Breit—Wigner-shaped
resonance as the mass, M&OS, and the width, I'y og, respectively.

If we choose to renormalize also the wave-functions in the OS scheme, we additionally get
the wave-function renormalization constant in the denominator of the propagator (2.94)),

i

GH p2 —
V) = 0 s~ RS (0B 00)} + (7 — Miyon) 0Zam0s + B(47)
- S (2.97)
p? — Mj o5 + XH(p?)
which then leads to the following behaviour in the vicinity of the resonance,

2 2 . .

7oMios (p2 — M og)[1 + Re{S"' (Mg og)} + 6 Z,0s] + Im{ZH (M7 o6)} + - .-

=0

(2.98)

Using ([2.59)), we see that the residue of the propagator, iRopg, simply reduces to the
complex unit, iRps = i, which is a consequence of the renormalization condition ([2.58)),
off course.

In the next section we will discuss the so-called complex-mass scheme where one deter-
mines the renormalization constant of the mass of the Higgs boson from the full self-energy
instead of just using its real part as in the OS scheme. Instead of (2.93) this leads to an
equation,

pir — Miio + 3" (uy) = 0, (2.99)
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Chapter 2. The Standard Model and its renormalization

which determines the so-called pole mass My and pole width 'y ,o1e, respectively defined
as the real and imaginary part of the complex pole p% of the Dyson summed propagator,

Ui = Mgpole — iMp pote]'H pole- (2.100)

In the pole scheme, the behaviour of the Dyson summed propagator in the resonance
region is then given by
B 1 1

p? = pp + BH(p?) = S (ug) P (07 = ) [T+ S ()] 4

When including wave function renormalization, the behaviour of the propagator in the
pole scheme is given by

GH(p?) (2.101)

GH(p?) : (2.102)

in the resonance region.

In the analysis of LEP data measured in the vicinity of the Z- or W-boson resonances
a running-width scheme has been used . In particular, the OS masses of the W and
Z boson were measured in this scheme, where for p?> ~ M2 the imaginary part of the
renormalized Dyson-summed self-energy in is approximated by

. r
{3V (")} = wp(p?), W=, V=W, (2.103)

However, as the pole-scheme leads to a gauge-invariant definition of the pole mass and
width |76H78|, we are going to use this scheme within this thesis instead of the running
width scheme. To do this, we need to understand the conversion from the OS masses to
pole masses. By rewriting the denominator of the propagator using the running width
and comparing the result to the denominator in ,

. . 1 —iyy
p? = M o5 + ipvp? = p* + iwp” — M\Qf,osl—'
— v
. M3 65 — iMy 0sT'v. 0s
= (1+ipw)p? — —> T
— v

M o My os T'vos
= +iw) (p*— g 1= ’
LR I+ VI+R

= (1 +iw) (0° — 1i2), (2.104)

we can identify the real and imaginary part of the complex pole of the propagator, pv,
as the mass and width in the pole scheme in terms of the OS quantities ,

My os r I'vos

My = , = . (2.105)
\/1 + 1508/ M7 08 \/1 +T% 08/ Mt 08
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Chapter 2. The Standard Model and its renormalization

2.4.2 Complex-mass scheme

In the complex-mass scheme ,,, one identifies the mass square of an unstable
particle b with the location of the complex pole,

pi = M7 —iM,ly,  b=W,Z.H (2.106)

of its resummed propagator in ([2.101]). In order to preserve gauge invariance, the complex
mass square has to be used not only in the propagator, but also in derived quantities,
such as couplings involving the weak mixing angle 6y contained in

il
c=1-—s2 =2 (2.107)
Hz

where we used the abbreviations ¢,, = cos 6w and s,, = sinfy. The complex-mass scheme
can be seen as an analytic continuation of the masses of the unstable particles in the
Standard Model into the complex plane. Therefore, as the gauge-boson masses are only
modified by an analytic continuation, relations that do not involve complex conjugation
are not affected by the consistent use of complex masses, which leads to the validity of
e.g. Ward and Slavnov—Taylor identities in the complex mass scheme.

In the following, we limit the discussion of the complex-mass scheme to the massive spin-
1 gauge bosons of the Standard Model, even though the complex-mass scheme is also

applicable to obtain a gauge-invariant description of width effects of the Higgs boson or
massive fermions [60].

At NLO, the complex-mass scheme can be obtained by replacing the bare squared mass
of an unstable particle by a complex squared mass and the corresponding renormalization
constant,

Mpo=py +o0py,  V=W,Z (2.108)

As the bare mass is real the mass renormalization constant also has to be a complex
quantity,

Im{yi} = —Im{oui }. (2.109)

In principle the imaginary part of the complex squared mass of an unstable particle is
not an independent parameter of the theory, as it follows from the imaginary part of the
corresponding self-energy via the optical theorem,

MyTy = Im{Zy (M§ — iMyTy)}. (2.110)

However, the imaginary part of the complex squared mass is obtained by adding and
subtracting the imaginary part from the Standard Model Lagrangian, where the
added part becomes part of the mass, My, — pi,, shifting it from the real axis into
the complex plane and the subtracted imaginary part becomes the imaginary part of the
corresponding mass-renormalization constant. Therefore, effectively we do not change the
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Chapter 2. The Standard Model and its renormalization

Lagrangian and gauge invariance relations remain unchanged independent of the imagi-
nary part that is added and subtracted. As a consequence it is therefore legit to use, e.g.,
also empirical values for the decay width appearing in the imaginary part.

Since the renormalization constants acquire an imaginary part in the complex-mass scheme,
the renormalized self-energies of the electroweak gauge bosons are generalized to take the
following form,

SY (k) = SV () — opdy + (k% — 113y )6 2w,

SR = SH(K) — Sy + (K — 15)0 2z,

SR (R?) = SR (KP) + K20 Zaa, (2.111)
(k%)

1 1
= YA%(k?) + k2§5ZAZ + (k* — u%)éazm,

where the requirement that the complex masses of unstable particles are identified with
the location of the complex pole of the corresponding resummed propagators—of similar
form as ([2.101f)—leads to generalized renormalization conditions compared to the on-shell
scheme,

)=0,  Z%(up) =0,

(%v> 0, S#(u3) =0, (2.112)
( 0
E’W< =0,  XEGZy=0,  ¥PMN0)=0.

These renormalization conditions lead to renormalization constants that depend on self-
energies evaluated at complex squared masses,

Oy =21 (1), Sy = X (ny), (2.113)
6Zw = =31 (13y),
2 2
0274 = M—QE?Z(O)a 0247 = ——QE?Z(M%%

Z Z
0Zz7 = —SF%(u3),  0Zaa = —S70). (2.114)

One can show (see Section 6 in [81]) that for sufficiently large squared masses M2 and
small widths I'y,—as it is the case for unstable particles in the SM—the process of adding
an imaginary part to the real masses, M2 — 2, (i.e. Ty = 0 — I'y # 0), leads to a
crossing of the branch cut of two-point functions that appear in the calculation of the
self-energies. Therefore, in general, the two-point functions have to be evaluated on the
second Riemann sheet [81]. However, as the widths of the unstable particles present in the
SM are small compared to their masses, one can circumvent this problem by expanding
the self-energies about the real squared masses ,

S(py) = B(MP) + (i — MP)Z'(M7) + O (i — My)?)
=XS(Mp) —iMyTyY' (My) + O ((MyDy)?). (2.115)

The complex renormalization constants are modified by the expansion according to,

5% = S(OMP) + (W — MYE/(M) + 0(®), 62y = ~X/(M}) + O(a?),  (2.116)
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which leads to the following simplified renormalization constant of the SM weak gauge
bosons in the complex mass scheme,

Opryy = B (M) + (dy — M) 2n" (M) + e},

Sz = SAZ(MZ) + (ug — MZ)SE# (M), (2.117)
2
0Zy = —SV (My),  6Zz4 = M—%zé%),
5Z _ 2 ZAZ M2 :u% 52
AZ_‘M%T( 7))+ @_ ZAs
625, = —SE4(M3). (2.118)

Note that the wave-function renormalization constants are only expanded up to O(a?),
since they are always multiplied by (k* — p2,) = O(«), for k? ~ M2, in the renormalized
self-energies (2.111]). The additional term in the mass renormalization constant of the W
boson,

1o o
A = DMyTw = SO, - ) (2.119)

is the result of the presence of contributions to the self-energy of the W boson involving
a virtual photon leading to a branch point at k% = 1.

Since the weak mixing angle is a derived quantity (see ), also its renormalization
constant is fixed by the renormalization constants of the weak gauge bosons,

2 2 2 2
0sw _ Cyooy (5,uw 5pz>‘ (2.120)

Sy s2 ¢y 2s2

My Mg
The charge renormalzation constant is still defined in the Thomson limit and also becomes
complex in the complex-mass scheme,

1 Sw L4Z(0
67, = =Xi4(0) — _T_().

2.121

In this work we will apply the complex-mass scheme in the context of calculating O(Nyosa)
corrections. The extension of the complex-mass scheme to this perturbative order will be
discussed in Section [£.2.3.1]
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Chapter 3

Infrared singularities and factorization
properties of NNLO amplitudes

3.1 Colour ordering, extraction of “abelian gluons”, and
abelianization

In this section we discuss the reduction of general QCD colour factors to products of
SU(3) generators in the fundamental representation, which then allows for the identi-
fication of so-called colour-ordered partial amplitudes. For the specific process v* —
q(p1)@(p2)g(ps)g(ps) we specifically construct the colour-ordered partial amplitudes and
use them to calculate the corresponding squared amplitude. This explicit construction
enables us to extract the relevant parts of the squared matrix element of the full NNLO
double real QCD correction, 7* — q(p1)(p2)g(ps)g(ps), to the process v* — q(p1)q(ps),
in order to get the NNLO QCDxQED correction, i.e. to extract the “abelian gluon” part
of the full QCDxQCD result. Here and in the following an “abelian gluon” denotes a
gluon that couples only to quarks and does not couple to other gluons, i.e.in the abelian
gluon part no gluonic tripple or quartic gauge couplings are include. This knowledge can
then be used to identify the relevant parts of NNLO QCDxQCD antenna functions when
calculating NNLO QCDxQED corrections.

We start our discussion with a general n-parton QCD (tree-level) amplitude

le .... oSt (pb s 7pn)7 (31)
which is a function of the external momenta pq,...,p,, the colour indices ci,...,c,,
and spin indices s1,...,s,. It is possible to decompose general QCD amplitudes into

a sum of products of two functions, one of these functions describing the colour struc-
ture Cp,(cq,...,c,) in (3.1]), and the other containing information about the kinematics
corresponding to the colour structure,

le 77777 ot o <p17 cee 7pn) - Zcm(cla s 7cn) 215;7:871(]91’ s 7pn) (32)

i

The explicit structure of the appearing functions depends on the multiplicity and the
kind of the involved particles in the scattering process described by the matrix element.
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Chapter 3. Infrared singularities and factorization properties of NNLO amplitudes

q q q
v 1 v 2 v 1
2 1 2
q q q
(a) Mi, (b) M3, (c) Mme

Figure 3.1: Feynman diagrams relevant for the process v* — qggg. The white blob indicates tree
structures including no tripple gluon couplings, i.e. it includes only what we refer to as “abelian
gluons”.

However, by first rewriting the SU(3) structure functions in terms of generators in the
fundamental representation,

fobe = —2iTe([t*, °]t°), (3.3)

and subsequently applying the Fiertz identity

a 1a 1 1
tiiti = 5 (0udjk — +70i50k), (3.4)

it is possible to reduce amplitudes My, g, (n—2),—the indices denote the external particles
involved in the scattering process that is described by the matrix element—with an ex-
ternal quark—antiquark pair and (n — 2) external gluons to a factorized form, where the
colour functions C,,(cy, . .., ¢,) reduce to a simple product of generators in the fundamen-
tal representation,

Mqilqu (n_2)g — Z (taal N taan_2)il7j2Mi;1(;’L.;§;;,Cg (pq7p01> e ,pgn_Q,pq), (35)

0ESH_2

where the open indices 71,15 of the colour functions are the fundamental colour indices
carried by the quarks. The sum in runs over permutations of n — 2 elements,
i.e. permutations o that are elements of the symmetric group 5,_o, and the amplitudes
M4 (n-2)g,c, multiplied with the colour functions in (3.5]) are the so-called colour-ordered
partial amplitudes that correspond to a certain colour function C, = t%1 - .- t%n-2,

We now proceed to explicitly construct the decomposition (3.5|) for the process

v = q(p1)a(p2)9(p3)g(pa), (3.6)

which is the process used for the construction of some of the antenna functions relevant
for this work. The following discussion of colour decomposition applied to the specific
process above is similar to a discussion in [82]. We will see in this example how the
abelian gluon part of the squared matrix element, corresponding to the process above and
accordingly also of the corresponding antenna function, can be extracted. The relevant
Feynman diagrams are shown in Fig. [3.1] and include two contributions with no gluon
self-coupling (abelian part) and one contribution including such a coupling (non-abelian

part),
M o+ M+ M (3.7)

%d;99
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Chapter 3. Infrared singularities and factorization properties of NNLO amplitudes

The last term on the right-hand side of (3.7]) describes the non-abelian part, which can
be decomposed into a partial amplitude and the colour structure,

MO =t [ My = [(071872)i; — (£927) i3] Mg, (3.8)

J

where in the second equality we have used (3.3) and (3.4]). For the abelian contributions
to the amplitude the decomposition into colour structures and kinematics leads to,

Ta = (t11%) Mg, (3.9)
;1 - (taQtal)Z‘thZtl. (310)

Having now reduced all colour structures present in (3.7) to a sum of products of SU(3)
generators in the fundamental representation,

MO = (t12) 5 (Mg + M) + (2t (Mep — Myy), (3.11)

99599
we can identify the colour-ordered partial amplitudes

M%’QiquQ(Q7 14,2¢,q) = Mpp + Myy, (3.12)
MOA,qiqjgg<q= 29,19, q) = Mz — My (3.13)

In terms of the colour-ordered partial amplitudes the colour-summed squared matrix
element is given by

1 1 _
Mool =g NN =1 (1= 15) D0 IME (@ ksl DI (3.14)

4
k,leP(1,2)
Lvve - 1) 0 14,24, )" M" 2,, 14,7
- Z ( - )m {MA,qizjjgg(q7 g g7q> MA,qitj]'gg(q7 g g7q>
+M?47Qi5j99<q7 29’ 19’ q_)*M%,qujgg<Q7 197 297 q_)} )

where the colour-ordered part in the first line of has a leading and subleading colour
contribution originating from the prefactor 1 — %, whereas the part without colour order-
ing, i.e. the part including products of the two different partial amplitudes, is subleading
in colour due to the prefactor # If we collect terms in the last equation that have the

same scaling behaviour in N we obtain,

1 —
|M2i(7j99|2 :ZN<N2 - 1){ Z ’M%,qi(jjgg(q7 kg7 lga Q>|2 (315)

kleP(1,2)

1 _ NP
o m‘M%7Qi§jgg(q’ 19’ 297 Q) + M?A,zﬁ@gg(% 2g7 1ga Q)’ }

The subleading colour part of (3.15)) is given by the sum of the two colour-ordered partial
amplitudes and is therefore symmetric under the exchange of the two gluons, 1, < 2,.
This means that one of the gluons in the subleading colour part effectively behaves QED-
like,

M<q7 197 2;7 q_) = M%Hi(jjgg(q’ 1g7 297 Q) + M%,qiqjgg(q7 297 197 q_)7 (316)
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and no non-abelian QCD couplings are included in this part. The notation 27 indicates,
that the emission pattern of this gluon is not ordered and therefore behaves like a photon,
while the other gluon still has an orderd emission (which is not relevant for amplitudes
involving only two gluons). The radiating quark—antiquark pair are the only “colour
neighbours” of the photon-like gluon, 27, which is not colour connected to the other
gluon, 1,. Therefore, the limits where the photon-like gluon becomes unresolved only lead
to IR singularities if the gluon is unresolved with respect to the quark—antiquark pair.
In the discussion of infrared singularities of colour-ordered amplitudes in the following
Section 3.2 we can implicitly include also the amplitude M(q, 14,27, q) with an abelian
gluon due to its simple singularity structure. This is crucial for the construction of
subtraction terms using antenna subtraction in later chapters.

The squared amplitude is an illustrative example of the fact that the subleading
colour part of a NNLO QCDxQCD calculation is sufficient in order to extract the needed
information relevant for NNLO QEDxQCD calculations. We will make use of this fact
frequently when constructing subtraction terms relevant for this work.

3.1.1 Abelianization

Based on the previous section we will now derive a simple replacement rule that can be
used to obtain QCDxQED corrections from the subleading colour part of QCDxQCD
corrections. In order to do this, we follow the same steps that we already made in the
last section, but this time for the process,

v = q(p1)q(p2)9(ps)y(pa).

In this case the colour-ordered amplitude is given by

MO

qiq;97

= 15;Qq (M2 + M2 ) N (3.17)
g5 —€gs

where the colour-ordered subamplitudes, M,i;;, are the same as in the previous section,

but we have to replace one of the QCD coupling factors, tfj Js, by the elementary charge,

Qqe. If we now compare the colour factors of the squared amplitude in the QCDxQED

case,

1 1
0 2 __ 2 2
Mgl =5 NN = 5)Q; Mgz + Mz | e

to the colour factors of the subleading colour part of the squared amplitude (3.15)) in the
QCDxQCD case,

1 1
0 2 _ 0 = 0 (2
|M‘Ii‘7j99| subleading - Z(N - N”MA,%qjgg(qv 14,24,q) + MA,qiqjgg<q’ 2414, 9)|
1 1
== Z(N - N)‘Mtlﬁ + Mt2t1’27

we can read off the simple conversion rule to obtain the QCDxQED corrections:
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e To obtain the subleading-colour contribution collect all terms proportional to ﬁ

(with respect to leading colour) of the squared QCDxQCD amplitude, where the
terms in the squared amplitude have to be ordered according to their scaling be-
haviour in N as in (3.15)).

e Apply the following replacement to the subleading-colour contribution,

ol — (—QN)QSQQ?]. (3.18)

S

This procedure is also known as abelianization.

3.2 Infrared singularities and factorization properties
of colour-ordered amplitudes

Ultraviolet divergences arise in higher-order loop corrections in the limit of infinite loop
momenta and are treated in the course of renormalization of the input parameters and
fields of a given theory. In addition the UV divergences, also the finite-momentum re-
gions of loop integrals can contain singular configurations, depending on the momenta
and masses of the particles involved in the respective integrals. The so-called Landau
equations describe the conditions on the kinematic properties of the involved particle
four-momenta that need to be fulfilled such that an integral develops singularities for
finite loop momenta. The Landau equations depend on the four-momenta and masses
of the external particles and also of virtual particles in the loop. Solutions of the Lan-
dau equations that depend only on the squares of external momenta but not on their
orientation are called infrared (IR) divergences. In the following sections we describe the
relevant configurations that lead to IR singularities at NLO and NNLO. We also discuss
the factorization properties of squared colour-ordered partial amplitudes (as in (3.5))) in
these singular limits. Since this work will mainly deal with the subleading colour parts of
NNLO QCD corrections, it is important to note, as discussed in the previous section, that
the factorization properties of leading-colour contributions to squared amplitudes are also
applicable to the subleading-colour contributions relevant for this work.

Infrared singularities in one-loop amplitudes

One-loop amplitudes can contain two different kinds of IR singularities. In the SM, “soft”
IR singularities are the result of the exchange of a massless virtual boson between two
external on-shell particles. The integration over the region where the loop momentum,
associated to the exchanged massless particle, is much smaller than any relevant scale of
the theory is the origin of soft singularities in loop integrals. An illustration of the config-
uration that leads to a soft singularity is given in the left diagram of Fig. The second
kind of IR singularities present in one-loop amplitudes are the so-called “collinear” singu-
larties, which originate from the region of the loop integral where two adjacent massless
virtual particles are collinear to the momentum of their common external massless on-shell
particle, as depicted in right diagram in Fig. [3.2l When using dimensional regularization
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Mp41
2 _ 2
pn—i—l - mn—l—l
Figure 3.2: The two configurations in one-loop amplitudes that lead to soft (left diagram) or
collinear (right diagram) IR singularities.

both collinear and soft singularities lead to % poles. Regions of the loop integration where
soft and collinear singularities overlap lead to 6% poles.

To extract the IR-divergent part of amplitudes we introduce the operators Poles and
Finite. The Poles operator acts on one-loop amplitudes and returns their pole structure
in terms of the colour-ordered two-particle IR singularity operators [84],

1 e 1 3 .
Iq(q)(ea SQ@) - _m 6_2 + £:| (_Sq(j) ,
e : 1 5 .
Ié;)(e, Sqg) = TA(1— | + &] (—Sq9) ™",
e 111 B
Ié;) (E; 399) = ——2F(1 — E) 6_2 + a:| (_Sgg) ,
X L
Iéq,)NF(Gv Sqg) = 0,
1 e7 1 .
Iég?NF (E’ ng) = 21—\(1 . E) & (_ng) 5
) e 1 .
L)y (6509) = ST(1=¢) 3¢ (—8g9) 7" - (3.19)

The action of the Finite operator on loop amplitudes is defined by
Finite(X) = X — Poles(X). (3.20)

Contrary to what the naming convention of the operator Poles(X’) might suggest, the two-
particle IR singularity operators in also contain finite parts of the form € log" (—s),
which result from the expansion of the terms (—s)~¢ combined with the poles included in
the singularity operators.

For one-loop colour-ordered partial amplitudes the IR pole structure is given by
Poles (2Re{ (M5)" ML}) =2Re{ I (e: {pi}i))} - [ME({pib) 2 (3.21)

where we introduced the notation {p;}"_; = {p1,...,p,} and the colour-ordered singular-
ity operator, I,(LI), is the sum of two-particle IR singularity operators of colour-connected
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pairs C,

I (e {pty) = > I (e, s), (3.22)

i,j€C
where s;; = (p; + p;)* and the set of tuples C is defined as

C=A{(,j)li,j=1,...,n,i# j, and 1, j are colour connected}. (3.23)

Single-unresolved limits of tree-level squared amplitudes at NLO

The factorization of squared amplitudes in IR-singular limits into a process-independent
singular factor and a process-dependent reduced squared matrix element is a key in-
gredient in the calculation of perturbative corrections. Different prescriptions, such as
two-cutoff slicing or subtraction schemes, allow for a independent calculation of
real and virtual contributions at NLO and heavily rely on these factorization properties.
In , both two-cutoff slicing and subtraction schemes applicable to NLO calculations
are discussed in detail.

In real emission amplitudes MY, which include the radiation of an additional particle
compared to the leading order process involving n partons, a soft singularity is the result of
the emission of a photon or gluon with momentum p; in the limit of vanishing momentum,
pi* — 0. The behaviour of colour-ordered real emission squared partial amplitudes in this
limit is described by the process-independent eikonal factor, J;j;, and the underlying born
squared matrix element,

‘M(r]z—i-l(. o 7pi7pj7pk7 o )‘2 p/]:/O Jz]k’Mg( Py Pkttt )’27 (324)

where the eikonal current is given by,

Jijh = —2 (3.25)

Note that we consider partial amplitudes in and as a consequence no colour factors
appear. To parametrize the limit where the momenta p; and p;, become collinear we use
the so-called “Sudakov parametrization” and introduce a light-like vector p(;i), p%jk) =0,
which denotes the collinear direction, a light-like vector n, and the transverse component
k1, such that ki pgr) = kin = 0. In terms of these momenta,

k2 nt
T po ML
u ki nt

B (1= ) — kM — , 3.26
the collinear limit of p; and py, is obtained for k; — 0. In case of a collinear (anti-)quark-
gluon pair with momenta p;, pi, respectively, the colour-ordered squared partial matrix

element behaves as,

1
Mooy i P e Pk M (o pns ), (3.27)

ijpk Sjk
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where Pj,_,(jr) are the polarization-averaged splitting functions, known as Altarelli-Parisi
splitting functions . The collinear limit of a quark—antiquark pair of matching flavour
or of two gluons,

1
|M91+1< >pj7pk7"')‘2 o 1Pe < jk—>(gk ’M (- 7p(jk)?"')|iw (3.28)

pillpe g ik
does not lead to a fully factorized form, but instead includes spin correlations that lead to
contractions between universal tensorial splitting functions and the colour-ordered squared
born matrix elements. However, it is possible to rewrite the contraction between the
tensorial splitting functions and the squared born matrix elements in terms of the spin-
averaged splitting functions plus additional angular terms,

1

’Mg—&-l(. Py Prs )|2 p/j—ﬁl-;k Sin gk—) (jk) ‘MO( * 5 PGk)y - ) i,, (329)
1
= S]—k jk—>(jk)|M9L(' DGR )|> + angular terms.  (3.30)

The angular terms vanish when integrating over the azimuthal angle ¢, which is part of
the phase-space integral and parametrizes the azimuthal angle of k&, around the collinear
direction p(;r). Angular terms are also relevant in the construction of subtraction terms
in the context of antenna subtraction and will be discussed in more detail in Section 1.3l
In conventional dimensional regularization, where gluons have d — 2 and fermions two
polarizations, the spin-averaged final-final splitting functions [84] are given by

T+ (1—2)%—e2?

qu—>Q: > )
22+ (1—2)? -
Pqtj—)G: 1_ e )
z 1—2z
Pyysc =2 (1 — T z(1— z)) . (3.31)

Note that the splitting functions do not include any colour factors as we consider limits
of colour-ordered squared subamplitudes. If one of the particles involved in the collinear
limits is contained in the initial state, say with momentum p;, of a colour-ordered squared
amplituded the following initial-final splitting functions have to be used,

1 1
Pygeo(z) = 1_ 21—_6qu—>@(1 - 2),

1
Pogeo(z) = qug_@(z),

1—ce€

Pogec(z) = :PthG(Z)a

1
Pygea(z) = :ng_)(;(z), (3.32)

where the momentum fraction z now describes the splitting of the initial-state momentum,
p;, into the composite momentum, p(jz) = (1 — 2)p;, and the momentum of the second
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particle, p; = zp;, involved in the splitting. The additional factors of 1 — ¢ compared to
the final-finial splitting functions are due to the different averaging factors for gluons and
quarks in the initial state,

#helicitiesgiyons  d — 2

#helicitiesquarks 2 ¢ (3.33)

3.2.1 Factorization properties of colour-ordered amplitudes at
NNLO

In this section we extend the discussion of factorization properties of colour-ordered
squared subamplitudes from NLO to NNLO. At this order of perturbation theory one
has to consider double-real, real-virtual, and double-virtual contributions with (n + 2),
(n+ 1), and n partons in the final state compared to the leading-order process, respec-
tively. The real-virtual corrections include, in addition to the real radiation, a one-loop
correction, whereas the double-virtual contribution does not include any real radiation,
but instead two-loop corrections. These new structures in the calculation of squared
amplitudes present at NNLO lead to additional ingredients needed to formulate the fac-
torization properties of amplitudes at this perturbative order.

Infrared singularities in two-loop amplitudes

The two-loop correction to the squared amplitude not only includes the contribution from
the genuine two-loop correction projected onto the born amplitude, but also the squared
one-loop correction,

My ({pi}tiy) = 2Re{ M, ({pi}in)” M ({pi o)} + M ({pibimy) P (3.34)
The IR pole structure of one-loop colour-ordered partial amplitudes (3.21]),
M ({piyin) = IV (e {p ) Mo ({pidiny) + M (o), (3.35)

can be used to obtain the pole structure of the squared one-loop term

Poles | M, > =Poles ((Mg)*I,ﬁl)TIS)Mg + 2Re{ (MM IV MO + |Mi’ﬁn|2)

:(MO)*I(l)TI(l)MO + QRG{(M#F‘“)*IS)MQ}
=Re{2 (M;)" IV MO — (MO IVTTHO MO Y. (3.36)

This can be combined with the IR pole structure of the genuine two-loop contribution
projected onto the born matrix element ,

Poles (2Re{ (M0) M2 }) 2Re{ e (bn) (M) - 202

IV (e {p: 31> M({pi}y)

DN | —
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e e RS Y L E YA
+H (€)M, ({p: ;-;)}, (3.37)

to obtain the complete IR pole structure of the two-loop correction to the colour-ordered
squared matrix element,

Poles(M:({p;}i-,)) = Poles <2Re{(/\/12)* Mi}) + Poles | M2, (3.38)

where the form of the function H ) (¢) and the constant K in (3.37]) depend on the particle
content of the considered process [88].
Single-unresolved limits including one-loop amplitudes

In the soft limit one-loop squared colour-ordered partial matrix elements factorize into
two parts,

Mi—&-l( o 7pi7pj7pk>"')pj/;/0 Jngl( o 7p17pk7)+lejk‘M2( 7pi7pk7“')‘27 (339>

where the first part includes the leading-order eikonal current multiplied with the colour-
ordered one-loop correction to the squared amplitude,

M, ({pi}izy) = 2Re{ M, ({p:}i))" - Mo ({pidisy) ) (3.40)

whereas the second part in contains the one-loop soft radiation function J} ks Which
is not present at NLO and 1ts definition can be found in [89]. The colhnear limit of
one-loop squared partial matrix elements leads to a similar factorization behavior,

1
Mrlb—l—l("' 7pj7pk7"') Mo k(P]kﬁ(jk)M ( p(]k)a)

p]Hpk S.;
+Pj jk)|M (- opgnys - )P), (3.41)

where the first term involves a leading-order splitting function and the second term a
one-loop spin-averaged splitting function P} ks (k) ]@\ These factorization patterns are
relevant for the construction of subtraction terms for real-virtual NNLO corrections.

Double soft unresolved limits

For two soft adjacent gluons in the colour-ordered amplitude with momenta p;, py, the
squared colour-ordered partial matrix element factorizes into a soft function J;;u ,
which is independent of the particle type of the hard radiators ¢,l, and the underlying
squared born matrix element,

’M%_i_g(' T 7pi7pj7pkapl7 T )‘2 p],p/::o szkl‘Mg( PPy )‘2 (342)

38



Chapter 3. Infrared singularities and factorization properties of NNLO amplitudes

If the two soft adjacent particles form a quark-antiquark pair with momenta p;, py, origi-
nating from a soft gluon, then the factorization is given by,

‘Mgz—i-Q(' 5 PisPjs Py Pl - )‘2 - le(pjapk)lM?L( PPy )‘27 (343)

Pjpr—0

where the soft functions relevant for both cases can be found in [84]. In other cases,
where the unresolved partons are separated by a hard radiator in the colour-ordered
partial amplitudes, the singular behaviour of amplitudes can be obtained by a twofold
application of the NLO soft factorization equation.

Double collinear unresolved limits

If two adjacent particles in the colour-ordered amplitude with momenta p;, p;, become
collinear to a hard radiator which is adjacent to at least one of the two particles j or k
the colour-ordered squared partial matrix element factorizes according to [91],

—_
pillp;l|p

This limit corresponds to a triple collinear limit. There are seven different triple collinear
splitting functions relevant at NNLO, which all can be found in [84]91]. In the case where
the particles j and k are collinear with different hard partons and not with each other, the
limit of this configuration can be obtained by an twofold iteration of the NLO collinear
factorization formula.

Soft-collinear unresolved limits

When two adjacent particles in the colour-ordered partial matrix element become un-
resolved between a common set of hard radiators and one of the unresolved partons is
soft while the other is collinear to one of the hard radiators, one obtains the following
factorization pattern [91],

1

|M2+2(' “ 5 DisPjy P> Pl )|2 Ji;jkls—]dpkm(klﬂ/\/lg(' 5P Pklys )’27 (3-45)

pjmpz
where the soft-collinear factor J;.j; can be found e.g.in \| and P is a leading-order
splitting function. In other cases, where the unresolved partons are separated by a hard
radiator, the singular behaviour of amplitudes in soft-collinear limits can be obtained by
an application of the NLO soft and collinear factorization formulas.

3.3 The parton model and mass factorization

The elementary particles described by QCD (gluons and quarks) are not observable as
free asymptotic states, but instead are confined within colourless bound states. This fact
prevented us from using an on-shell renormalization scheme in Section 2.2.2] and lead us
to the application the MS renormalization scheme in QCD. This renormalization scheme
applied in QCD calculations eventually leads to the running coupling constant, which,
in turn, leads to the applicability of perturbation theory to QCD calculations at high
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Figure 3.3: A schematic representation of the hadronic scattering of two hadrons A and B, where
only the two partons a and b take part in the hard scattering process.

energies. However, on the other hand, it also implies the breakdown of any perturbative
QCD calculation at small scales of the order of the confinement scale, Aqcp. Therefore,
the description of hadrons relies on models, where the so-called “parton model” is amongst
the most prominent ones. As perturbative QCD calculation fail to predict the structure
of models for hadrons, their properties have to be determined from experimental input.

The parton model describes hadrons as composed objects of so-called partons in
an infinite momentum frame, which allows for the neglect of the masses of hadrons and
its constituents. The assumption of an infinite momentum frame limits the applicability
of the parton model to high-energy interactions, but the time dilatation in this frame
also justifies the assumption of a constant number density of partons and frozen inter-
nal interactions within the hadron during the short time span of interactions of hadronic
collisions. One can further assume that at high energies the interaction between hadrons
actually is an interaction between individual partons, as shown in Fig. where each
parton a carries a momentum fraction p, = &Py, 0 < & < 1, of hadron A which carries
momentum P,. The probability to find a parton of type a that carries the longitudinal
momentum fraction & of parton A is described by the parton distribution function (PDF)
fé%(&). The hard scattering process of the individual partons, characterized by a mo-
mentum transfer much larger than Aqcp, is assumed to be calculable using perturbation
theory. The hadronic cross section for the scattering of two hadrons A and B is given by
the sum over all partonic cross sections, convoluted with the corresponding PDFs,

o10(Pa, Pr) = Z / & O df? = a6 fy)p(€) 4018 (€1 Pas&aPp). (346)

The superscript (9 indicates the bare cross section and PDFs in the context of “renormal-
ized” PDFs, the exact meaning of which will be explained in the following section. Note
that it does not necessarily refer to the leading order cross section, dor,o 4. We will only
consider proton—proton (i.e. A = B = P in Fig. [3.3) collisions in this work and will there-
fore omit the index identifying the parent parton a PDF belongs to, féo) (&) = fa y P(gl),
and implicitly assume that in an expression as each of the two PDFs correspond to
one of the two colliding protons.
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The QCD-improved parton model up to NNLO

The mechanism leading to the cancellation of IR singularities between real and virtual
corrections to cross section is described by the Kinoshita-Lee-Nauenberg (KLN) theo-
rem and is based on the unitarity of the S-matrix. Therefore, the applicability of the
theorem relies on the level of inclusiveness of all external states that are degenerate in
energy. Collinear initial-state radiation, however, modifies the momentum entering the
hard scattering process and therefore spoils the inclusive treatment of external states.
As the parton model assumes all partons to be massless, these collinear emissions in the
initial state lead to uncancelled singularities (which is why has to be restricted to
leading order). As a result, the extension of the naive parton model to NLO and NNLO
perturbative QCD calculations requires the application of a procedure similar to renor-
malization in order to absorb the uncancelled collinear singularities into the PDFs. In the
following we discuss the redefinition of PDFs used to absorb the remaining singularities.
For more information on the matter we refer to [94,/95], which we will follow closely.

In order to absorb the collinear divergences that remain in the sum of real and virtual
corrections in NLO and NNLO QCD predictions, we introduce the so-called mass factor-
ization kernels ', the inverse of which are the analogue of renormalization constants in
the renormalization procedure applied to absorb UV divergences. The mass factorization
kernel convoluted with the bare PDF, féo), defines the “physical” or “renormalized” PDF
which will be fitted to data,

fol€ i2) = [ £ @ Tua] (6, 113) = / dzdy £, (2)Coa(y, p2)0(E — ). (3.47)

As in renormalization, we assume that the bare PDFs féo) and the mass factorization
kernels 'y, are potentially divergent quantities such that the physical PDFs f, are finite.
Furthermore, the so-called factorization scale, up, is introduced to separate soft long-
distance hadronic from hard short-distance partonic physics. In qualitative terms, partons
radiated in collinear initial-state splittings with transverse momentum greater than the
factorization scale are attributed to the hard scattering process, whereas a transverse
momentum below the factorization scale indicates a splitting within the hadron. For
simplicity, we set the factorization scale equal to the renormalization scale p introduced
in Section

[F = JL. (3.48)

In this work, the perturbative expansion of mass factorization kernel, I',, is relevant up
to two-loop order,

Lo (o) =1~ )+ (220) o) + (%) [2(0)+ 0(0d).  (3.49)

The demand that all remaining collinear IR singularities have to be cancelled by the in-
troduction of the mass factorization kernels only fixes the divergent part of the coefficients
in the expansion of the kernels and there is, in analogy to renormalization, freedom in the
choice of the respective finite terms. Choosing certain finite parts defines a factorization
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scheme. In this work we will use the MS scheme, where the coefficients of the perturbative
series up to two-loop order are given by

1
Iy () = — ~ Pha(®), (3.50)

M) =55 [Z [P © pLa] (2) + 260 p2a<x>] — o () (3.51)

C

where the four-dimensional colour ordered splitting kernels p?,, p!, can be found in [96].
The coefficient 3; of the perturbative expansion of the f-function,

Ls(a) = 6o (M) ) (“s(“”) — 5, (aS(MF))4+O(as(M%)5) (3.52)

2m 2m 2m
can be obtained from the expansion given in ([2.76|) and (2.77)) by

Bo = 2mb, [ = 27?5/50, By = (27r)2b”60. (3-53)

By inverting (3.47) order by order in perturbation theory one can obtain the bare PDF
in terms of the renormalized PDF as,

196 = [Tl () = / dx dy (e, )Ty, 12)0(E — ), (3.54)

where the inverse of the mass factorization kernels is given by,

2T

NE [ré? -3 [ o1

C

Doy, pp) = 0ad(l—y) — (M> Th ()

+0(a?), (3.55)

as can be seen by explicit insertion of (3.54) and(3.55]) in (3.47). Note that (3.54) is the
analogue of the multiplicative renormalization transformation used to cancel UV diver-
gences.

If we replace the bare PDFs in (3.46) by the physical PDFs using (3.54])) we obtain

d& d&
o(Pa, Pp) Z/ : 2f7, (&1, 112) (&2, 7)) A6 (€1 Pa, £2Pp), (3.56)
where the IR-finite mass-factorized partonic cross section is given by
dx dx
dG;(€1 Py, & Pp) / ! / —ZF,“ (1, )T (22, 113) d61) (2161 Pa, w262 Pp). (3.57)

If we expand the bare partonic cross section, d&é?)), and the inverse mass factorization
kernels, F];il, in the strong coupling constant and collect terms of the same perturbative
order we obtain,

ddijLo(§1Pa, &2 Pp) = dﬁgﬁ)Lo(&PA, §Pp), (3.58)
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doijnro(&1Pa, &Ps) = d&z(]O)NLO(flpAa &Pg) 4+ do)Nio(61Pa,&Ps),  (3.59)
doijnnro(&1Pa, &Pp) = d&z]ONNLO<§1PA7 &Pg) + A6l Nnpo(61Pa, &Ps). (3.60)
The mass factorization contributions to the cross section at the respective perturbative

order, also known as collinear counterterms, are given by

. dxy dx .
A6} Lo (&P, &Pp) = — / : 2F’L] 1 (1, 22)dory Lo (0161 Pa, 1262 Pp) (3.61)

T1 To

R dx, dx
da%ﬁNLO(€1PA7§2PB> - / _1_2Fzg)k:l(x17$2)d0'kl Lo(181Pa, 2262 Pp)

T1 T2

dx, dx R
/ . - . QFEJIM (21, 29)dow NLo (1161 Pa, 1262 PB),  (3.62)
1 X2

where we have used the notation,

T (21, 22) = (1 = 22)05T (21) + 0(1 = 1)l (22), (3.63)
O(1 = 29)85T3 (21) + 6(1 = 20)0 ) (22) + T (20T (22). (3.64)

FEJZ';)M(ZM ) =
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Chapter 4

Antenna subtraction

4.1 The subtraction method

The calculation of higher-order corrections in massless gauge theories generally includes
individually IR-divergent contributions. However, for sufficiently inclusive observables the
Kinoshita-Lee-Nauenberg (KLN) theorem and factorization theorems guar-
antee a finite result at a given order of perturbation theory. Applied to a calculation at
next-to-leading order in perturbation theory with respect to a given LO process includ-
ing n partons in the final state these theorems guarantee that all IR divergences cancel
between the real contribution, doy;, including the radiation of an additional massless
parton, the virtual contribution, déy; o, including 1-loop corrections, and the mass fac-
torization term, do{(,, introduced in Section [3.3]

Jdomo= [ dofio+ [ (a0 + o) (41
n+1 n

The definition of specific observables is implicitly included in the three contributions on
the right-hand side of and the observables are parametrized by the introduction
of so-called jet functions, Jle), where n is the number of resolved particles (jets) in an
N-parton final state. To make the dependence on observables more apparent we consider
the term corresponding to the real contribution in on the level of the corresponding
matrix element MY

donio = APt ({pi 25 pas o) MGy ({0} s 00) P I ({0}, (4.2)
where d®,, is the 2 — n particle phase space and we used the shorthand notation {p; }7*! =
{p1,...,pns1} for the set of all momenta. In order to guarantee the cancellation of IR

divergences between real and virtual contributions according to the KLN theorem, the
jet functions have to be chosen from the class of so-called IR-safe observables which are
insensitive to soft emissions and collinear splittings,

i—0
J£n+1)(' - vpivpjvpk7"';pa) - Jén)(- e s DirPhs - -3 Pa)s
i'pi—0 n
= IS pi+ PjyPhs - - Pa), (4.3)

pj—(1—2)pa
AR N

J7(1n)( -3 Piy PEy - - - ;xpa>-
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The appearance of jet functions in (4.1)) make an analytic evaluation of the PS integrals
unfeasible and instead numerical integration is more suitable. However, since the real
and virtual contributions are not integrated over the same phase space and are both
individually IR divergent, a naive integration of the real and virtual part is not possible.
One solution to this problem is the introduction of so-called subtraction terms where one

adds terms of the form
0=— / doRro + / / déRro (4.4)
n+1 nJl

to the NLO cross section calculation in (4.1)), where the first term in (4.4]) is combined
with the real radiation contribution and the second part with the virtual contribution,

/da'NLO I/ ) [doRiLo — doNio] +/ <d‘31¥Lo + doio + /1d6-1§1LO) : (4.5)
n+ n

The subtraction term is constructed in such a way that it has the same asymptotic be-
haviour as the real correction in the limit of soft or collinear partons. The first part in
square brackets in is therefore IR finite and can be numerically integrated over the
(n 4+ 1) particle phase space without any further regulator. By factoring the (n + 1)-
particle phase space in into an n-particle phase space and the one-particle phase
space of the radiated parton, the virtual correction to the cross section and the subtrac-
tion term integrated over the one-particle phase space can be combined under the same
n-particle phase space integral. Therefore, apart from the correct asymptotic behaviour
in unresolved limits the subtraction term must also be simple enough to be integrated
analytically over the one-particle phase space of the radiated particle. The analytic inte-
gration of the subtraction term over the one-particle phase space leads to the integrated
subtraction term which contains explicit IR poles that cancel against the poles in the
virtual cross section correction and the mass factorization term by virtue of the KLN
theorem and factorization.

Motivated by the factorization properties of amplitudes in single- and double-unresolved
limits shown in Section [3.2] the structure of subtraction terms used in the framework of
antenna subtraction is given by the product of a singular factor and the squared matrix
element of the underlying leading-order process,

dox1o = AP, ({pi} i pay o) X3 (pis D, DE)

) (4.6)
X |M}zo(p17 <P, PKy - - - 7pn+1;pa7pb)|2(]7(z )( -y PI,PK, - - ')7

where the function X9 (p;, p;, px) is a so-called antenna function that becomes singular if
parton 7 becomes unresolved with respect to the partons ¢ and k. We will also use the
notation X7 = X3 (pi, pj, pr), where m indicates the number of loops and the indices
before (after) the comma in the subscript indicate the initial-state (final-state) partons
involved in the antenna. The LO matrix element in depends on the momenta of the
factorized n-particle phase space obtained after factoring out the one-particle phase space
of the radiated particle from the full (n+ 1)-particle phase space. The particles that carry
the momenta p; and p, are referred to as radiator partons of the potentially unresolved
parton with momentum p;. In order to obtain a proper factorization of the (n+1)-particle
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phase space so-called antenna mappings are used which have to be constructed such that
the mapped momenta have the correct behaviour in unresolved limits. Furthermore, the
mapped momenta respect momentum conservation and all mass-shell conditions. It is
important to note that the jet function in can only depend on the mapped momenta
and not on the momentum of the radiated particle in order to guarantee the analytic
integrability of the subtraction term over the one-particle phase space associated to the
radiated particle.

The NNLO correction to the cross section is obtained by including two additional po-
tentially unresolved radiative particles with respect to the LO process. The nature of
both additional particles can be of real or virtual kind leading to three types of NNLO
corrections. Double real corrections, dolill; 5, involve two additional real particles with an
(n+ 2)-particle final state and zero loops, real-virtual corrections, doxyy o, are character-
ized by a final state with (n + 1) particles including an one-loop correction, and double
virtual corrections include two-loop corrections with no real radiation. The full NNLO
correction to the cross section reads

/ donnLo = / donnro + / (dUNNLO + d&11t141\1?i10>
n+2 n+1
~MF,2
/ <dUNNLo + dUNNLO> )

where the mass factorization terms are given in and . Similar to the case at
NLO the individual contributions to the NNLO correction are IR divergent and a naive
numerical integration fails. Also at NNLO it is possible to include subtraction terms
which then have to be added back in an integrated form to a contribution with a different
particle multiplicity of final-state partons. In the antenna method a double real, do%y; .o,
and a real-virtual, doNy; o, subtraction term are introduced to cancel the implicit TR
divergences in the double real and real-virtual contributions, respectively. The integrated
double real subtraction term is split into two parts contributing to both the (n + 1)- and
the n-particle final-state contribution of the NNLO correction,

/ déRnro —/ /dUNNLO+//2d&I§I71%LO7 (4.8)

where the first part, d&N’NLO, integrated over the one-particle phase space, associated
to one of the potentially unresolved partons, is used to cancel the explicit poles in the
real—virtual contribution. The second part, d&ﬁfmo, integrated over the two-particle phase
space of the radiated particles combined with the integrated real—virtual subtraction term,
doNsio, is used to cancel the explicit poles of the double-virtual correction to the cross
section. The subtraction terms are constructed such that the contributions contained in
square brackets are individually free from explicit and implicit IR divergences,

/ donnLo = / [doNNLo — doRneo)]
n+2

+/ l[daNNLO d6§NLO] (4.9)
n+

(4.7)

+ / [dgNNLO d(}l[\IJNLO] ;
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where
dégnro = doNNo — /ld&?ﬁimo — downios (4.10)
doNnLo = — /d‘31\\1/1§rL0 - /d&iﬁgmo — doxnio- (4.11)
1 2
We can summarize the introduced subtraction terms and their integrated counterparts in

the following way,
0=-— / dé—lglNLO
n+2

+/ (_d6¥1§ILo+/d6EJ’1§LO) (4.12)
n+1 1
+/ (/d&RI/I%Lo‘F/d&%;LO)-

n 1 2

4.2 Phase-space factorization and mappings

In the previous section we saw that it is necessary to factorize one- and two-particle phase
spaces from an original (n + 2)-particle phase space in order to construct the integrated
subtraction terms used in antenna subtraction. In this section we discuss mappings that
allow us to write the phase space as a direct product of a phase space of lower dimension
than the original phase space constructed from mapped momenta and an antenna phase
space that only depends on momenta independent of the mapped momenta and is used
in the antenna function.

There are three different scenarios that we have to consider and each of them requires
different mappings. They are determined by the locations of the two radiator partons
emitting the potentially unresolved parton into the final state: The radiating partons are
contained in the final state (final-final case), one radiating parton is in the final and the
other in the initial state (initial-final case), and finally the case where both radiating
partons are initial-state partons (initial-initial case). The mappings used in the three
different scenarios all fulfill general constraints in order to be applicable in the context
of antenna subtraction. Momentum conservation and on-shellness of mapped momenta
are needed in order to be able to combine the integrated subtraction term with virtual
or real-virtual contributions. In order to properly subtract implicit IR singularities from
real corrections it is necessary that the mapped momenta reduce to the original momenta
in singular limits and do not introduce any spurious singularities.

Final-final case

To factorize the (n + 1)-particle phase space we use a mapping [100] where the momenta
of all particles remain unchanged except for the three momenta p;, p;, and p;, involved in
the antenna function X3(7,j, k). In order to obtain the reduced n-particle phase space,

the antenna momenta p;, p;, and p;, are mapped to two composite momenta p; = (ij) and
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—

Px = (jk). The two composite momenta
pr=ap; +rp; + 2pk, Pk =1 —2)p;+ (1 —7)p; + (1 — 2)py (4.13)

are constructed in terms of the factors z, z, and r which are defined by

1
- |1 - ]
x 2<3ij+5ik> |:< +p)3]k T Sik
ol
I 1—p Si'k—ZTSZ"i|,
Ar(1 —7) s, ‘
02 =1+ 7( T>Sysyk,
SijkSik
Sij -+ Sjk'

The parametrization of the (n 4 1)-particle phase space in terms of the new momenta
allows for the factorization of the phase space into a mapped reduced n-particle phase
space and an antenna phase space,

dq)n-l-l(pl? Dy Py Py apn-l-l;pavpb)
- dq)n(pb L, PILPK, Jpn—‘rl;paapb) : d(I)X”k(pmp]?plmpI +pK) (415)

Using the last equation in the case of n = 2 we see that the three-parton antenna phase
space is proportional to the three-particle phase space,

dd; = P, ddy (4.16)

ijk?

where we have used that the two-particle phase space is a constant for massless final-state
particles [84],

INQRENS)

m(ff)*e' (4.17)

P2 — /dq)2 — 273+25ﬂ_71+e

From the explicit form of the final-final mapping (4.13) and it is obvious that
the mapping respects momentum conservation and it can be shown that the constructed
momenta have the desired behaviour in singular limits [82]:

Dr — Di, DK — Dk, for j — 0,
pr — pi +pj, Pk — P, for jl|z, (4.18)
D1 — Di, Px — pj + pi, for jllk.

For two potentially unresolved partons with momenta p; and py, and two radiator partons
with momenta p; and p;, the NLO final-final mapping can be generalized to an NNLO
mapping [101], where the composite momenta,

—_~ o/~

(ijk) , by = (k) , (4.19)

pr
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are given by
pr=xp;+rip;+repe+ 2pi,

~ (4.20)
py=0—-x)p+1—r)pj+ A —r)pe+ 1 —2)p,
with
Sk + Sji
ry = )
Sij -+ Sjk —+ Sjl
Skl
T2 = ’
Sik + Sik —+ Sk
1
— 1 - 496 — 49
T 2(8@' ¥ s+ Su) |:< + p) Sijkl ™ (Sjk -+ Sﬂ) T9 (Sjk -+ Skl)
SiiSkli — SikS;
+(7”1—7“2)—J i t ﬂ]7
Sil
1
z = 1—p)Siim — 71 (S +2845) —1ro(Sj + 285 4.21
STy L sk = s+ 2s) = (s 250) (421
_ (7’1 _ TQ)SijSk:l - Siksjl}’
Sil
2
=T
pP=1+ % A(Sij Skis Sil Sjks Sik Sji)
St Sijkl
+ {2 (r1 (L =ra) +r2(1 — 1)) (SijSk + SinSjt — SjkSit)
Sil Sijkl

—|— 47“1 (1 — 7’1) Sijsjl —|— 47”2 (1 — 7“2) Sikskl}a
Mu, v, w) = u? +v? +w? — 2(uv + uw + vw) .

In terms of the mapped momenta the (n + 2)-particle phase space can be again factorized
into a reduced n-particle phase space including the mapped composite momenta and an
antenna phase space that only depends on the antenna momenta p;,p;, px, and p;, and
does not depend on the mapped momenta,

APy, o(P1, - - - s Pis Pis Pk Pis - - - Pt 2; Pas Pb)
=d®,(p1, - 21, Py Prt2i Pas D) - AP, (Dis s Pr, P DL+ D) (4.22)

Again, for n = 2 we see that the four-parton antenna phase space is proportional to the
four-particle phase space,

d(I)4 = P2 dq)Xijkl’ (423)

with P, given in . In order to construct subtraction terms it is important to note that
the NNLO finial-final 4 — 2 map reduces to an NLO 3 — 2 map in all single unresolved
limits [102]. This means that single unresolved limits of the four-parton antenna can
be subtracted by terms that are build from products of two three-parton antennae. This
behaviour is essential in order to avoid over-subtraction of singularities when constructing
subtraction terms. We will discuss this in more detail for initial-final and initial-initial
mappings as they are the phase-space mappings that we will use to construct subtraction
terms relevant for this work.
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Initial-final case

If one of the radiator partons is in the initial state with momentum p, and the other is a
final state parton with momentum p;, the application of a momentum mapping similar to
the one in the final-final case leads to a non-factorizable phase space as it will in general
bend the momentum of the initial-state radiator away from the beam axis [103]. If the
mapping is chosen such that the momentum of the radiator in the initial state is just a
rescaling, the (n + 1)-parton phase space indeed factorizes into an n-parton phase
space convoluted with a two parton phase space. In detail, the momenta p,, p;, and p;

are mapped to a = p, and (ij) = py,
Pa = i’pa, Pr = Di _'_pj - (1 - i)pa' (424>

Momentum conservation of the mapped momenta immediately follows from the definition,
and the constraint of on-shellness of the mapped momenta fixes the free parameter z to

(4.25)

In terms of the new momenta one obtains the (n+1)-particle phase space as a convolution
of a reduced n-particle phase space and a two-particle phase space,

dq)n—‘rl(ph o, Diy Py 7pn+1;pa7pb>

— g_j% (z — APy (p1, -+ D1y > Prst; TPas o) - APo (D1, D3 Pas q()), (4.26)
where

q(x) =pi+Dpj —Pa=Pr — Pa (4.27)

dictates the scale Q* = —¢?, p, is the momentum assigned to the initial-state parton

involved in the initial-final antenna function and the delta distribution including & ensures
the on-shellness of the mapped momentum p;.

It can be shown [103] that the mapping given above has the required behaviour in single
unresolved limits of parton j,

Da — Das Pr — Di; for j — 0,
Pa — Das pr — pi +pj, for jlli, (4.28)
Pa — Pa — Pj, DI — Dis for j||a.

The generalization of the mapping defined in (4.24) and (4.25) to the case with two
unresolved partons 7, k, an initial-state radiator a, and a final-state radiator parton 7 is

given by
Saj + Sak + Sai — Sjk — Sji — Ski

Saj + Sak + Sai

pr=p; +pj+pr — (1 — &)p,.

T = ,

(4.29)
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Reparametrizing the phase space in this way one obtains again a factorized phase space,
but this time with an additional convolution,

dq)n+2(p17 5 Pis Py PRyt 7pn+2;pa7pb)
2

= %%6(1‘ - ‘%)dq)n<pla L PIy P2, zpaapb) : d(b3<pi7pjapk;pa7 Q(l’)) (430)
The NNLO initial-final phase space mapping reduces to NLO phase-space mappings in
all single unresolved limits . As in the finial-final case, this allows for the subtraction
of singularities of the four-parton antenna X, jz; in single unresolved limits by products
of two three-parton antenna functions . If parton k£ becomes unresolved the potential
singularities of X, jx; occur when k is soft or collinear to one of the other final-state partons
i,j. There is no singularity if £ becomes collinear to the initial-state radiator a due to the
colour ordering used in the construction of the antenna. To subtract the singularities of
the four-parton antenna in the kinematic regions where only £ is unresolved we therefore
need the product of a finial-final and a initial-final antenna X, - X, s7. The The NNLO
initial-final phase space mapping also reflects this behaviour and reduces to

~ 3a'+3ai_3i'

—>0: ) — l+ T 1_A as
Dk P pr—pi+pj—(1—2)p
~ 5aK+5ai_3iK N
pellpj,pj + ok =pr: T — , pr— i+ pr — (1= 3)pa, (4.31)
SaK+Sai
N 5aK+5a'_S'K N
pellpipi + Pk =K : T — = pr—=p;+px — (1 —I)pa,
SaK"'Saj

i.e.the NNLO initial-final mapping reduces to an NLO initial-final mapping from
and Z as in (4.25), where the momenta p;,p;, and px that appear in the NLO initial-
final mapping are the result of the NLO final-final mapping in the limit where k
is unresolved. Therefore, the NNLO initial-final mapping reduces to the product of an
NLO final-final and an NLO initial-final phase space mapping which is in line with the
behaviour we found for the corresponding four-parton initial-final antenna.

On the other hand, if parton j becomes unresolved, X, jr; becomes singular if j is soft or
collinear to either the initial-state radiator a or the final-state parton k. Again, there is no
singularity if j becomes collinear to i. The appropriate product of three-parton antennae
to subtract single unresolved limits in this case is given by X, ;. - Xz xi. One can see that
the relevant phase-space mapping for this limit of the NNLO initial-final phase-space
mapping is given by the product of two NLO initial-final mappings similar to the case
with a product of an NLO finial-final and an NLO initial-final mapping discussed above.

Initial-initial case

When both radiator partons a and b are in the initial state we use a phase-space mapping
where the corresponding momenta are rescaled according to

Do = TaPa, Db = ToDp, (4.32)
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so that the sum of the rescaled radiator momenta,
q = Pa + D, (4.33)

is parallel to the beam axis, which avoids the introduction of a transverse component
that would spoil any phase-space factorization [103|. In order to maintain momentum
conservation one has to apply a mapping A to all other momenta, since the sum of the
remaining final-state momenta g = p, + p, — p; is in general not parallel to the beam axis
given by p, — pp. As the remaining mapped momenta are required to stay on their mass
shell, the mapping A must be a Lorentz transformation. The required limiting behaviour
of the phase-space mapping in unresolved limits of the radiated parton ¢ has to be

ﬁa — Da; pb — Db, ﬁ] — Pj for i — 07
Pa = Pa — Dis Pb — Db, p;j — p; for illa, (4.34)
Da = Das Py — Py — Pi, Pj — p; for i[|b,

which means that when ¢ is already parallel to the the beam axis (i.e. p; is unresolved
with respect to parton a or b) the Lorentz transformation A has to reduce to 1, because
in this case ¢ = ¢ due to (4.34). A possible boost that fulfills this requirement and maps

q onto ¢ is given by

200+ )"+ D | 20"0

(4 + ) 7 45

)\HV((L q) = g'uu -

It is now possible to obtain the two factors x, and x; from the on shell condition ¢ = §?
and properties of the chosen boost [103] leading to

1
5 Sab = Sbi Sab = Sai — Sbi 2
a J
Sab Sab — Sai

1
. (Sab — Sai Sab — Sai — Sbi) 2
Ty — .
Sab Sab — Sbi

The reparametrization of momenta using the mapping described above leads to a phase
space in a factorized form including two convolutions,

dq)n—i—l({pk}q]z»ill;paupb) :dq)n({ﬁk}}zz% \ {ﬁi};ﬁaapb)[dpi] dxadxb 5(1:& - fia)(s(xb - i'b)
(4.37)

(4.36)

In order to generalize the mapping to NNLO one simply needs to adjust the vector ¢
to the case of two potentially unresolved partons ¢ and j. Therefore, it now includes p;
and pj, ¢ = pa + Py — i — pj, instead of just p;. The rescaling factors of the initial-state
momenta are in this case given by

=

N Sab = Sib = Sjb Sab — Sai — Saj — Sib — Sjp + Sij \ ?
B = < j J T2 (4.38)
Sab Sab — Sia — Sja
1
~ Sab — Sia — Sja Sab_sai_sa'_sib_s'b+si' 2
iy = ( : . Lo (4.39)
Sab Sab — Sib — Sjb
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and the boost applied to the final-state momenta is the same as the one used for the NLO
mapping. The phase-space factorization generalizes to,

AP, o ({Pe} it Ts Pas 2v) =AP0 ({Dk 155 \ {Bi D) 3 Do D) [dpi][dp;] dwedizy 6(zq — ai“a)5(af(b - :E)b)-
4.40

Also in this case the NNLO initial-initial map reduces to a product of NLO mappings
in single unresolved limits [103], so that single unresolved limits of four-parton antennae
Xap,ij can be subtracted by products of three-parton antennae. If parton ¢ becomes
unresolved with respect to a initial-state radiator a and a final-state radiator j the NNLO
initial-initial map reduces to an NLO initial-initial map as a function of momenta that
are the result of a NLO initial-final map in the limit where ¢ is unresolved. This means
that in order to subtract this single unresolved limit from the four-parton antenna the
proper product of three-parton antennae is given by the product of an initial-final and an
initial-initial antenna, X, ;; Xa ;. In the case where ¢ becomes unresolved to two initial-
state radiator partons a and b the corresponding subtraction term in order to subtract
this single unresolved limit from the four-parton antenna X, ;; is given by the product of

two initial-initial three-parton antennae Xgp ;X abj-

4.3 Construction of antenna functions

The antenna functions introduced in are the key ingredients in the construction of
antenna subtraction terms. They are constructed such that they mimic the asymptotic
behaviour of the real matrix element in all IR-singular limits and are simple enough to be
integrated analytically over all phase-space regions that contain singular configurations of
the real matrix element. At NLO, three-parton colour-ordered tree-level matrix elements
naturally have the correct singular behaviour and are also integrable over the relevant
phase-space regions. The idea of antenna subtraction is to use these physical matrix
elements for the construction of subtraction functions. Hence, the three-parton tree-level
antenna functions are defined as the ratio of the colour-ordered three-parton tree-level
squared matrix element and the squared matrix element of the underlying two-parton
born process,

kIK‘MUk‘Q
TR

where the symmetry factor S takes identical particles symmetries and degeneracies in the
definition of the antenna into account. At NNLO the construction of antenna functions is
based on renormalized one-loop three-parton and tree-level four-parton matrix elements,
where the tree-level four-parton antenna is defined as

X3, j,k) = S (4.41)

XO ik ) =S |szkl|2 4.49
4(%]) ) )_ gkUIK T 0 1o |M |27 ( . )
and the one-loop three-parton antenna is given by
2 2
Xi(i, 5, k) =S, Ml — X9, 'k)|M1K| . (4.43)

ik, K
T IM k]

M [?
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1

(b) DY, D, D}

(d) F3, F3, F3 () G3, G35, G}, Gy

Figure 4.1: Tree-level and one-loop three-parton antenna functions. White blobs represent tree
structres with one incoming particle being either a photon, a neutralino, or a Higgs boson de-
pending on the respective antenna function. Grey blobs represent tree structures in QCD for
tree-level antennae X3J and one-loop QCD corrections for one-loop antenna functions Xi. The
partons ¢ and k are the hard radiators, and ,:7 and E; represent the partons the antenna collapses
to in unresolved limits of parton j.

As we have seen in Section [B.2] one-loop amplitudes behave in implicit singular limits
as (treexloop)+(loopxtree), where the first factor in the two products describes the
perturbative order of the antenna function (tree or loop level), and the second factor
describes the order of the multiplied squared matrix element. The one-loop three-parton
antenna X3 is used to construct the (loopxtree) part and, therefore, the second part on
the right-hand side of is used to remove the (treexloop) part from the definition
of the one-loop three-parton antenna.

Antenna functions can be determined by their external partons and by the radiator par-
tons, which are the partons with corresponding hard momenta in IR-singular limits of the
antenna. In Table [I.1 we show the different antennae, where we classify them according
to their radiator partons leading to three different groups: the quark—antiquark antenna
functions (X = A, B, C), the quark—gluon antenna functions (X = D, E), and the gluon—
gluon antenna functions (X = F,G, H). The physical matrix elements used to calculate
the quark-antiquark antenna functions are obtained from +* — ¢ + (partons) [104],
quark—gluon antennae from neutralino decays y — ¢ + (partons) [105] and gluon—gluon
antennae from H — (partons) [106]. All antenna functions are listed in Table and

depicted in Figs. and

25



Chapter 4. Antenna subtraction

Radiator | External partons | Antennae
197 A3(q,9,9), A(q, 9, 0), A¥(q, 9.9), A (g, 9. 0)
v 9997 A%¢,9.9.0), A%q,9,9,0)
9477 B(¢,q,7,7)
9944 C1(¢:4,4,9)
999 DS(q.9.9), Di(a.9.9), Di(q.9,9)
» 1999 DY(q,9,9,9)
9q'7 Eq.¢,7), E3(q.¢,7), E3 (0,4, 7), E3 (0,4, @)
947y E(¢,d.q.9), ES(a,d, 7 9)
999 F(9.9,9), Fi(9.9.9). F3(g.9,9)
9999 F)(9,9,9,9)
99 99d G3(9.4.0), G3(9,4.0). G3(9.4.0), G3(9. ¢, 0)
9449 GY(9.4.0.9), éi( 40.7,9)
qqq'q H(q,3,4,7)

Table 4.1: Antenna functions classified according to their radiator partons. Subleading colour
contributions are indicated by a tilde and antennae that include corrections that depend on the
number of fermion flavours are indicated with a hat.

Integration of antennae

The physical processes used to construct antenna functions are chosen such that the an-
tennae defined in the previous section can be integrated over the its singular phase-space
regions analytically. The use of unitarity relations allows the phase-space integrals to be
rewritten in terms of loop integrals with cut propagators , which were then
reduced to a set of master integrals using integration-by-parts (IBP) relations obtained
with Laporta’s algorithm. The obtained master integrals were then calculated via the
differential-equations technique leading to the analytical results for the integrated anten-
nae presented in [107H110]. Using this procedure, the integrated final-final three-parton
tree-level and one-loop antenna functions are obtained by integrating the corresponding
final-final antennae over the reduced three-particle antenna phase space introduced in

#.16),

1

Xz‘?‘k(sijk) = WE)

/ ddy,, X0 (0,4 k), n=0,1, (4.44)
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(g) HY

Figure 4.2: Tree-level four-parton antenna functions. As in Fig. white blobs represent tree
structures with one incoming particle being either a photon, a neutralino, or a Higgs boson
depending on the respective antenna function, and grey blobs represent tree structures in QCD.
The partons ¢ and [ are the hard radiators, and ijk and jkl represent the partons the antenna
collapses to in unresolved limits of partons j and k.

where the factor

(4m)e e
82

is included to account for the normalization of the renormalized strong coupling constant

. Similarly, the integrated final-final four-parton antenna functions are obtained by
integration over the four-parton antenna phase space (4.23),

1 . .
Xig(sijht) = W/d@xijkzX?jkz(w,k,l). (4.46)

C(e) = (4.45)

Considering the different phase-space factorization in the initial-final case (4.26|) com-
pared to the final-final case the three-parton initial-final integrated antenna functions
are defined as

n 1 Q? on .
Xa,ij(saij; T,) = B /dq)g%é(xa - xa)ij(a, i,7), m=0,1. (4.47)
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The four-parton integrated initial-final antennae are obtained via

1 Q? . .
Xc?,ijk(saijk; l’a) = W /d@ggé(ﬂj‘a - xa>X3,ijk(a727j7 k)? (448>

in line with the phase-space factorization in (4.30]). The initial-initial integrated antenna
functions follow from the integration over the reduced phase space given in (4.37)),
1

Xy (Sabis Ta, Tp) = m /[dk‘i]:paxbé(wa — Ba)0(my — T4) Xy, 5 (@, 0,4), n=0,1, (4.49)

and at NNLO from the integration over the reduced phase space in (4.40)),

1 . . .
X(Sb,ij(sabij; Ta, Tp) = W /[dki][dkj]:vaxbd(xa — 24)0(xp — $b>ng7ij(a7 b,i,7). (4.50)

Angular terms

In Section 4.2 we saw that NNLO phase-space mappings are constructed such that they
reduce to NLO mappings in single unresolved limits. This allows for the subtraction of
singularities in single unresolved limits of the four-parton antenna functions, e.g. X445, by
products of two three-parton antenna functions, e.g. X, ;; Xz ;. This behaviour of antenna
functions is vital to avoid over-subtraction in single unresolved limits when constructing
subtraction terms that approach the full matrix element in all unresolved limits before
any integration (see Section [L3]). However, there are four-parton antenna functions that
do not reduce to a product of unpolarized splitting functions and spin-averaged three-
parton antenna functions in single unresolved limits but instead include spin-dependent
splitting functions P* and tensorial three-parton antenna functions (X3),,. The four-
parton antenna functions that show this behaviour are the ones that include collinear
singularities arising from gluon splittings and have the following factorization properties
in the corresponding singular limits:

1 174
oo Paossa(2) (45),u(1, (34),2),

SLMPQ’;”_)G(z)(Ag)W(L (34),2),
SLMP;;_)G(z)(Dg)W(L (34),5),
;L)Pg’;"_)G(z)(Dg)W(L 3, (45)),
L P () (D)L, (34),5).

—G
S34 qq

ép;gmz)wg?)w((z‘j), k1),
P ()G l(12),3,4),

—G
S19 99

L (D)1, (34),2),

—G
S34 q9q

w

4
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Q
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!

w
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=
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]
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102 1 »
H)(1,2,3,4) = S—HP%HG(Z)(GQ)W((U),374)7
3qH4G 1 v
H)(1,2,3,4) = S—MP;@G(z)(Gg)W((:azL),1,2). (4.51)
As a result of this factorization behaviour it is not possible to subtract single unresolved
limits of the four-parton antennae in (4.51)) in the respective collinear limits by a product
of spin-averaged three-parton antennae. There are two ways to construct a fully local
subtraction term and therefore circumvent this problem. The first method modifies the

four-parton antenna functions in (4.51)) by a local counterterm,
XP(1,4,5,2) = X9(1,4,5,2) — Ox(i, j, 2, k1), (4.52)

that integrates to zero over the unresolved phase space and is constructed such that
the modified antennae have the desired asymptotic behaviour in unresolved limits. The
variables k£, and z in are used to parametrize the collinear limit of the two po-
tentially collinear partons. In detail, the collinear limit of two partons p; and ps can be
parametrized by

1 ooy Lk kL nt
Py =zP +kl_72P-n’ (4.53)
B2
ph=(1—z)pr— g — L " (4.54)

1—22P-n’

where P* denotes the collinear direction. We can now define the local counterterm as [84]

Oxg(i,j, 2, k1) = Siijﬂ?i(ij)(% k) (X3)w (L, (i), 2) = %jﬂ-ﬁ(ij)(z)Xgo(l, (2),2). (4.55)
That this definition leads to the desired asymptotic behaviour is obvious. Note that the
phase space integral involves an integration over the azimuthal angle ¢ parametrizing the
angle of k£, in the perpendicular plane to the collinear direction P. In order to show that
the local counterterm integrates to zero when integrating over the final-state phase space
we now analyze the Lorentz decomposition of a scalar function f(k%) multiplied by £/ k"
integrated over ¢, starting with the following ansatz for the integral

1 27
"= 2—/ Ao K"K f(K2) = A- g™ + B-G™, G" = P'n” + P'nP.  (4.56)
T Jo

Contracting the ansatz with G, and the metric tensor fixes the prefactors in the Lorentz
decomposition of I*” and leads to

o BTG

Vs 4.

where

(4.58)
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Using that the spin-dependent splitting functions PZ.’;.:(U) have the structure

Pt =P, g" + Py KK (4.59)

ij—(ij)

we can now show that the integration over the phase space of the local counterterm (4.55)
reduces to zero,

/ ¢ z]—)(z] Z kjL)(XZ?)#V(L(Z])uQ) (460)
G GW
ngo dg ((Pg A -t P kMkL) (X, (1, (i5),2)
duy
(4.61)
2 v v0 ..

(P + PkJ_D ) " X3 (1, (i5),2) + PgG# X?’"j;('l?; (05),2) (4.62)
=P (2, k1) (X3)(1, (45), 2). (4.63)

In the first step we have applied to the tensorial part of the local counterterm in
and used that the mapped momenta in the tensorial antenna do not depend on £, .
In the second step we have identified the spin-averaged splitting and antenna functions
and used the Ward identity for the radiator gluon,

PrX3 (1, (ij),2) = 0. (4.64)

This, indeed, leads us to the conclusion that the local counterterm integrated over
¢ vanishes. The second method is also based on the possibility of constructing a local
counterterm as , but here two phase-space points at a time are combined so that it
is not necessary to explicitly use local counterterms. In more detail, the collinear limit of

antennae in (4.51)) can be written as

X3(1,1,5.2) L= P () (X1, (). 2) (1.65)
— = Pl2) (X1, (i7).2) + ang. (1.66)

ij
where the angular terms “ang.”in the last equation are given by the local counterterm
@Xg(i,j, z, k) and contain ¢-dependent terms being proportional to cos(2¢ + «) [111].
Therefore, by combining two phase-space points that are related by a rotation around the
collinear axis by A¢ = 7 the angular terms drop out in the sum. In this way one can
avoid the explicit use of the local counterterm when implementing subtraction terms that

include antennae in (4.51)).

As we have seen in Section [3.I] the subleading colour part is relevant in order to extract
the part of loop amplitudes with abelian gluons. Therefore, in order to calculate O(a )
corrections we only need subleading colour parts of antenna functions. Since only leading
colour antenna functions are present in angular terms are not relevant for O(asa)
corrections.
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4.4 Antenna subtraction at NLO

Here we discuss the construction of real and virtual subtraction terms and their combi-
nation with mass factorization kernels at NLO. We limit our discussion to subtraction
terms relevant for this work. An extensive review of all subtraction terms at NLO can be
found in ,. In principle, colour ordering of amplitudes is required in order to con-
struct antenna subtraction terms. However, as described in Section 3.1l we can extend the
construction of antenna subtraction terms from leading colour also to subleading colour
by rewriting these contributions in terms of squared matrix elements with abelian gluons
(which is possible for up to five coloured particles [96]). Therefore, antenna subtraction
can also be applied to O(asa) corrections, keeping in mind that for higher multiplicities
than five coloured particles modifications are needed. In the following, however, we will
restrict the discussion to leading colour contributions and always assume that squared
matrix elements have been reduced to the sum of colour-ordered squared subamplitudes.

4.4.1 Mass factorization term at NLO
As discussed in Section B.3] at NLO, the mass factorization term is given by

dz, dz

1
_d(I)n ) 7'1— y 2aPas o
P ({pi}tiz1; ZaPas 26D5) S

a5ith0 = -c() [

X T (Zas 26) MO D1y - i Zabas 2600) 2T (D1, -, ), (4.67)
where
rg;}k,(za, %) = 0(1 — )0, T\ (2,) + 6(1 — za)ékifl(;)(zb) (4.68)

with Fg;) given in ([3.50). In antenna subtraction the mass factorization kernels are com-
bined with integrated antenna functions to form antenna strings used to cancel the explicit
poles in the virtual correction included in an NLO calculation. In the next section this is
explained in more detail.

4.4.2 Real and virtual subtraction terms

We are now able to construct subtraction terms do¥; ¢ that mimic the real NLO correction,
do o, in all single unresolved limits and therefore allow for a numerical integration of
their combination in four space-time dimensions,

/ 1 [doNLo — doRio) - (4.69)
n+

The two basic properties that govern the structure of the subtraction terms are the factor-
ization of the (n+1)-particle phase space and the factorization of squared matrix elements
in unresolved limits. These properties were used in order to construct the phase-space
mappings and antenna functions discussed in the previous sections. On the one hand,
the factorization of squared matrix elements into an antenna function and an underlying
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squared n-parton matrix element is the key ingredient that motivates the shape of the
real subtraction term. On the other hand, the phase-space mappings allow for the fac-
torization of the (n + 1)-parton phase space into a n-particle phase space of composite
momenta and an antenna phase space, which is used to define integrated antennae that
cancel explicit divergences in the virtual NLO correction, doy; -

We start with the construction of the real subtraction term for the final-final case,

. " 1
dai’f{; :Nch\?Lo Z d‘bnﬂ({pi};ll;pmpb) S
j n

(4.70)

X Xg(pzapjvpk”-/\/l?z(plv ce s PIPKS - - 7pn;pa7pb)|2‘]7(1n)<' - P, PK, - - - )7

which reflects the factorization properties of the real squared matrix element. The sum
over j includes all possibly unresolved partons in the final state, and we introduced the
constants,

C(e) = (4m)e™, (4.71)
R _ O Cle)
NLO = 5r (e’ (4.72)

with C'(e) defined in (4.45). As we have to distinguish between electroweak and QCD
corrections in later chapters we also introduce the notation

as C(e) e _ @ Cle)

Rs 5> N7 —_
Alvio = 21 C(e)’ Ao = 21 Cle)

. (4.73)

The reduced matrix element M° and the jet function J{™ include momenta mapped by
the finial-final phase-space mapping, pr,pr. Furthermore, No = CNgj, ij = qq,qg, is
the product of a process dependent colour factor C and an additional channel dependent
factor,

N
N2z -1’
which adjusts the colour normalization of the reduced matrix element. In principle, in
d dimensions also the normalization factor for the helicity degrees of freedom has to be
adjusted leading to a e-dependent factor N§. As IR singularities in integrated subtraction
terms are regularized dimensionally this factor N has to be used there and is explicitly
given in . However, in four spacetime dimensions N = N¢ + O(¢), since quarks
and gluons have the same number of helicity degrees of freedom for d = 4. For quark—
antiquark-induced processes the normalization of the original and the reduced matrix
element are equal and therefore no adaptation is needed. However, in case of (anti)quark—
gluon-induced processes the reduced matrix element is quark—antiquark induced and has
the corresponding colour normalization. Therefore, the normalization has to be adapted
to be the one of (anti)quark-gluon induced processes by including Ne 4.

Negs =1, Negg = (4.74)

In cases with one radiator parton in the initial state and one radiator in the final state
the corresponding subtraction term is given by

j 1
~Syi n+1.
dO-NLJé) :NCNZI\?LO Z Z dq)nJrl({pT}rill y Pas pb) Sn+1 (475)
| i=a,b
’ le{a,b}\i
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x X; ]k(plapppk)‘-/\/l (plv ey Py 7pn7xzpzapl)’2j7sn)( <y PJy - ')a

where the initial-final phase-space mapping is used to construct the composite momenta
that appear in the reduced matrix element and the jet function. In cases where only one
radiating parton is contained in the initial state, say parton a, the sum over i = a, b has
to be replace by the term ¢ = a only.

Similar to the final-final and initial-final cases, the initial-initial subtraction term is given

by

1
Sn+1

Aoyt =NeN{Lo Z AP 1 (i} 145 pas pb)
J

X X3b7j<pa7pj7pb)‘Mg(ﬁl7 s 71377» LaPa, xbpb)|2‘]»r(;,n)(ﬁ17 s 7ﬁn+1)-

(4.76)

After reparametrizing the (n+ 1)-particle phase space in the finial-final, initial-final, and
initial-initial NLO subtraction functions in terms of the corresponding mapped momenta
one can integrate analytically over the factorized antenna phase space, since the reduced
matrix elements and jet functions depend only on the mapped momenta but not on
antenna momenta. This leads to integrated subtraction terms for the finial-final, the
initial-final, and the initial-initial case. Explicitly, integrated finial-final NLO subtraction
terms are given by

. dz, dz n
doyth = - NlLO Z / —bdq) ({pi}izi; ZaPa> 26D0)
n+
X ‘72,ff(?’7 k)|Mn(p1a <« vy Pns ZaPa prb)|2 J}zn)({pl ?:l)a (477)
where
O Qg o -
NNLO o 0(6)7 NNLO = QWC(G)a N]‘\%LWO = QWC(E): (4-78)

and the integrated final-final antenna string ._72(71]2]@ is given by the integrated three-parton

antenna functions (4.44]),
T (LK) = 6(1 = 2,)8(1 — 2) X0 (51x)- (4.79)
Similar, the integrated initial-final NLO subtraction term

AT NENY dz, dz "
it == N M DTS [ SRRt o)

j=a,b
le{a b}\]

X 52(,1}(j7 ks 2, 20) [ MO(p1y - D ZaDay 26pn) |2 T ({pi}is) (4.80)

depends on NLO initial-final antenna strings J that include mass factorization kernels

FE) in order to cancel all explicit IR singularltles in the virtual contribution. The only
NLO initial-final antenna string, ,’72(720, relevant for this work is given by

J;;}(aq, T Tar ) = A2 (507, wa)3(1 — ) — T8V (w,)5(1 — ). (4.81)

63



Chapter 4. Antenna subtraction

This antenna string is relevant for cases with a potentially unresolved gluon radiated from
an initial- and a final-state quark. We have also introduced the factor NV which is given
in below. In the initial-final case one of the radiator partons is in the initial state
and therefore one convolution is included in . In case of two initial-state radiators
the corresponding subtraction term includes two convolutions,

dza dzb

dATm NC

ONLO =

15 ZaDas Z6Pb)

n+1
X ‘72,1'1' (]7 ka Za; Zb)|M91(pla -+« Pns ZaDa, prb)‘z ‘]ém({pz ?:1)- (482)

Again, the integrated antenna strings include mass factorization kernels, and the inte-
grated single unresolved antennae strings, 32(1), relevant for this work are given by

1,2 7
'-72(,1’1)’ (a’q7 7 La, l’b) = qu g( ab) La; xb) - Ft(zlq) (xa)(smb - Féé) (Ib)éxav (4 83)
‘72(279_”1(5%7 Bq; La, Ib) = Agg q( abs La; xb) - F((];) (’rb>5ﬂia'

If a potentially unresolved gluon is radiated off an initial-state quark pair, then the un-
integrated antenna function corresponding to the first antenna string, ‘72(2, mimics the
singular behaviour in this situation. The second integrated antenna string corresponds to
cases where a quark is radiated off an initial-state quark and an initial-state gluon.

In order to obtain corrections to hadronic cross sections one has to include convolutions
with parton distribution functions. By shifting the convolution over the energy frac-
tion, 1 — z;, of the potentially unresolved particle to the parton distribution functions
(see App.[F)), the stability of the corresponding numerically evaluated integrals can be
improved. In case of initial-initial corrections to hadronic cross sections one obtains,

d¢, d dz, dzy Sy a
o =~ NiAfhoClo) [ [0 [0 3y, (9 (2)

X Z ‘72(}”) (]7 kv Za, Zb) dULO(CaPaa Cbpb)- (484)

For initial-final corrections the corresponding modification leads to

. d¢, d dz, Ydz, S, "
Aol = — NENE,oCle) [ Lo 0@ / O (C—)fb(@)

Ca Cb 2 Jo, cb Sn—i—l Za 2b
X Z Za (1= 20) T34, K, 25, 20) dGC (G P, G ). (4.85)

lE{a b}\J

Finally, we have to discuss the proper inclusion of the factor N which takes care of the
correct normalization of subtraction terms. For quark—antiquark induced processes this
factor is just 1, but for (anti)quark-gluon-induced processes it is given by

1

49
Sg—>f1

./\/‘Cg,qg Ne (4.86)
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where

#helicitiesglyons d — 2
S — = =1—c¢. 4.87
94 #helicitiesqyarks 2 c ( )

However, since we use the MS scheme the mass factorization kernels only include a 1/e
contribution and a generic finite part, but no further finite contributions. This means
that we do not include any finite terms that would be produced when ./\/'Cs,qg is multiplied
with a mass factorization kernel, so that Néqg has to be used in the following way,

(1) 0 1
GagTs = NG 1y X8 + Ne g T, (4.88)
and additional finite terms are only produced in the combination of the integrated antenna
function &3 and N¢ ,, but not in combination with the mass factorization kernel. This
prescription is equivalent to

Cavqgjél) - NC7qu3? +~/\/’c,qgSLL7—>qF(1), (4.89)

leading to the same additional finite terms as the ones produced in (4.88)).

4.5 Antenna subtraction at NNLO

We now proceed by extending the description of the antenna formalism to NNLO cal-
culations. At this perturbative order four-parton tree-level antenna functions and their
integrated counterparts are introduced in order to handle singularities in matrix elements
due to double-soft and triple-collinear configurations. Since the various antenna functions,
needed to construct the NNLO antenna subtraction terms described in the following sec-
tions, are spread over various papers we give a short overview of potential sources without
any claim of completeness. For scenarios with hadronic initial-state radiators at NLO all
needed antennae and in particular the integrated antennae are constructed in . The
relevant antennae for radiator partons of type final-final at NLO and NNLO can be found
in . Antenna functions for the double-real case with hadronic initial states at NNLO
can be obtained via crossing of the antenna functions constructed for the case with two
final-final radiator partons. The integrated versions of them including integrated four-
parton tree antennae, integrated three-parton one loop antenna functions, and integrated
three-parton tree-level antennae including terms in the Laurent expansion in € up to €

are reported in [108 112].

4.5.1 Double-real subtraction term

We again assume that squared matrix elements have been written in terms of a sum of
colour-ordered squared subamplitudes which allows for the identification of four pieces
contributing to the double-real NNLO subtraction term,

~S 128 ~S,b ~S,c ~S,d
doRnro = doxnLo + doxnro + doxnLo + doxkLos (4.90)
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i 7 k1
(a) Partons j and k are colour connected.
i J k1 m
(b) Partons j and [ are almost colour connected.
1 J kK n 0 p
e\ NN S \CN NS e
(c) Partons j and o are colour disconnected.

Figure 4.3: Different colour connections relevant for the construction of subtraction terms within
the antenna subtraction method.

categorized according to their colour structure. The first double-real subtraction term,
daNNLO, subtracts smgular limits where only one parton in the final state becomes unre-
solved. The second, daNNLO, is used to cancel singular limits where two colour-connected
partons become unresolved. It can be further split into a part that involves the four-parton

tree-level antenna functions, d&ﬁﬁio, subtracting the colour-connected limit, and a part

including the product of two three-parton tree-level antennae, d&ﬁﬁio, that subtracts

S,b1
spurious singularities of dogy,o in single unresolved limits,

ASb ’\Sbl A‘5’71)2
doxnro = doxnLo + doxNLo- (4.91)

The third contribution to the full double- real NNLO subtraction term, daNNLO, is used
to cancel oversubtractions caused by dO‘NNLO and dafINQLO in limits where two almost
colour-connected partons become unresolved, where the different kinds of colour con-
nections between partons are depicted in Fig. This subtraction term also receives
contributions from terms that cancel oversubtractions in wide-angle soft gluon radiation
configurations. This subtraction term is only relevant for processes that involve more than
five partons with three resolved jets in the double-real contribution. The last ingredient in
the construction of the double-real subtraction term, dO'NNLO, compensates oversubtrac-
tions caused by dO’NNLO in double-unresolved colour-unconnected limits. For processes
with less than six external partons in the double-real contribution this subtraction term
is not needed.

4.5.1.1 Subtraction term for single-unresolved partons, d6§’§LO

For single-unresolved limits we already constructed an appropriate subtraction term,
d6%; o, in the discussion of antenna subtraction at NLO. The subtraction term used
at NLO can be extended to NNLO by a modification of the number of external partons

used by the jet function to form n jets, i.e. J' — J"™Y. This leads to the following
NNLO subtraction term,
~ a NC n
ozt = _NeNiiio Z A, o ({pi 27 Pas 1) (4.92)

Sn+2
x X (p“pﬁpk”MnJrl({ﬁi}?if \ A5} Do o) PISV {2\ B D),
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where the mapping used to produce the composite momenta p;, p,,p, depends on the
type of the radiator partons ¢ and k involved in the antenna function. For two-loop QCD
corrections the prefactor NEE, , is given by

J}\?ﬁLO = ( ]]\?LO)Q' (4.93)
In the case of NNLO O(asa) corrections we have
NwES = Nito Niio: (4.94)

After integration over the antenna phase space parametrized by the momenta p;, p;, px
(the momenta involved in the antenna) the subtraction term for single-unresolved partons
d&%’f\ﬁLO is reintroduced in the real-virtual part in order to cancel explicit singularities.

4.5.1.2 Subtraction term for two unresolved colour-connected partons, d&;ﬁm

The subtraction term for configurations with two colour-connected unresolved partons is
split into two parts,

~S.b ~S,by ~S,bo
dogNro = donnro + doxNLos (4.95)

where the first part, d&ﬁ’ﬁio, contains four-parton tree-level antenna functions which are
genuinely new ingredients at NNLO. This part is subtracting the singularities in double-
unresolved limits. However, it also introduces spurious singularities in single-unresolved
limits leading to the introduction of the second part, daNII\’ILO, in order to cancel them.
In this way, dcerl\’ILo contains singularities only in double-unresolved limits. Explicitly,
the subtraction term for configurations with colour-connected double-unresolved partons
reads
dsSh Ne

O—N7NLO _ﬁ Z dq)n—i—Z {pz}z 1 7pa7pb) (496)

x X} (pi7pjapkaleMg({pi}?if \ABj, Pr Y Bas B6) 2T ({5 122\ {Bs Br ),

where the (n 4+ 2) — n phase-space mapping used to obtain the composite momenta p;
has to be adjusted according to the type (initial-initial, initial-final, or finial-final) of the
involved antenna.

In singular unresolved limits four-parton tree-level antennae reduce to a product of two
three-parton tree-level antenna functions. Therefore, spurious singularities in single-
unresolved limits can be removed from dJNNLO with

R N,
d EIIl\)IZLO % qu)n+2 {pz}z 1 7paapb) (497)

n+2
X Xg(Pi,pj,Pk)X:», (Bi, Bres D) IMO{B 2N By, i} Pas )|
WD\ ABs B }).

. . . ~S.b . .
After integration over the single-unresolved antenna phase space, doyyio 1s reintro-
duced in the real-virtual subtraction term in order to remove explicit divergences in
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Figure 4.4: The three emission patterns of the potentially unresolved gluons i and k between

the hard radiators e, 7,1, and f that lead to an over-subtraction of singularities in d&%’;LO and

. S,bo
doNNLo-

the loop xtree subtraction term, dO‘NNLO, relevant for the cancellation of implicit singu-
larities of real-virtual amplitudes. In contrast to dolif\’&o, dUNNLo is integrated over the
double-unresolved antenna phase space and reintroduced in the double-virtual subtraction

term.

4.5.1.3 Subtraction term for almost colour-connected partons, d&ffﬁm

The subtraction term d&ﬁfmo for singularities originating from the emission of almost
colour-connected partons is only relevant for processes with more than four external par-
tons. This subtraction term accounts for oversubtracted singularities in dONNLO and
dO‘NNLO that appear due to unordered emissions of unresolved partons in the subleading
colour contribution. As the unordered emission of partons is only present in the sub-
leading colour contribution d&f{fmo does not contribute to the leading colour part. Even
though processes relevant for this work never reach multiplicities of external partons large
enough to produce spurious singularities associated to d&f{ﬁmo, we still discuss this contri-
bution in the following in order to obtain a full description of all ingredients relevant for
constructing subtraction terms within the framework of antenna subtraction at NNLO.

In case of two almost-colour-connected unresolved partons the subtraction function d‘31§fi\iLo
is twice as big as it should be compared to the matrix element. Moreover, at subleading
colour the subtraction term daiﬁmo potentially oversubtracts implicit singularities from
the subleading colour antennae XJ. The purpose of the subtraction term daN 10 is to

correct for both of these over-subtractions originating either from dUNNLO or dognLo-

We follow [96] and discuss the final-final case; a similar construction is also possible
for the two other cases. The subleading colour subtraction term dUNIZzILO relevant for two
unresolved colour-connected limits involves four-parton antenna functions X 9 where each
of them leads to a corresponding block in dff%ﬁmo. Consider two potentially unresolved
partons i, k each emitted between two of the four hard radiators e, 7, [, f. First, parton
k is emitted between (e, ), (j,1), or (I, f). Second, the potentially unresolved parton i is
always emitted between the pair (j,1), as depicted in Fig.[£.4] We also have to include
the reversed order where first parton ¢ is emitted and then parton k.

We first consider the subtraction function d&%ﬁmo which includes contributions of the
form

Sgu: 382]|M91+1( "7]56725]'7"'”27
ek] Xi?ekj|Mn+l< "7ﬁ67ﬁj7"')i2
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leading to over-subtraction of singular limits where both partons ¢ and k£ become unre-
solved. The corresponding block in d&ﬁﬁ%m to cancel half of Sg;; and Sf;; in the limit
where ¢ and k are unresolved is of the form

1 . —

L3 Xers. ) XG0 IMOC (@), (G, (D). SO
s=i,k

s'e{i,k}\s

and a similar contribution for the emission pattern that corresponds to the terms Sj,

and Sj; ;. Additionally, also d&g’%’Lo leads to over-subtractions in limits where partons 7, k
become unresolved with respect to parton j due to terms like

— X3(5,1, k) X5 ((9), (ik), 1) — X35, k., 0) X5 ((Gk), (ki), 1) (4.98)
il|k
H ! —2X0(j,?,,k')X0(],]€ l)

present in daiﬁio. The same applies to situations where partons ¢ and k£ become un-
resolved with respect to parton [. The term in d&%ﬁmo that cures this potential over-
subtraction for ¢ and £ becoming unresolved with respect to j is schematically given

by

S5 X80 5.0) X3, (50) MU e (G)), (D), £ O (499)
s=i,k
s'e{i,k}\s

Therefore, the subtraction term d&%ﬁmo consists of blocks of the following form,

dJNNLO = A%JZVLO qu)n+2 (P22 Das o) (4.100)
< {5 X386 5,1) X9(09), . (5D) [IMEPIP) (e, (), GGD). £,

— 5 X8e,5,9) X3(G9), 1) [IMEPIO) (e, (G0, (50, £, )

5 XS5, 1) X365, @3) [IMOPI] e, G, (0s), (7))

In || it has been first noticed that the sum of the differential cross section d&éo) used to
calculate three-jet observables in e*e™ collisions and the double-real NNLO subtraction
term doRnio,

~(0 ~S,a ~S.b ~S.c ~S.d
daé)_dUNNLO doxnro — doxnLo — doxNLo> (4.101)

still contains soft poles noticeable as a logarithmic dependence on a slicing parameter
that corresponds to a cut in the corresponding soft phase-space region. These soft poles
were attributed to phase-space regions where the soft parton is emitted with a large polar
angle with respect to one of the hard radiators in the center-of-mass frame of the reduced
momenta (i.e.the momenta obtained after the application of a final-state phase-space
mapping) of the two hard radiator partons. Therefore, an additional subtraction term
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do*°® has to be introduced in order to cancel this large-angle soft radiation. It can be
shown [96] that the large-angle soft terms corresponding to the three constituents included

in doys.o in ([@100) can be chosen as

1 — — — —

—3 [Sass — Sass |- X5((s7), 8, () [IMy (.. e, ((s5)8), (s'(sD)), f,.. )%, (4.102)

with

(4,B) = { (e, ((s))). ((s)). (5'GD)). ((# (D). ) }. (4.103)

The complete subtraction term daNNLO, taking care of the over-subtractions due to the

dUNNLo and dO’NNLO and including also the large-angle soft subtraction term d&*°'t, is now
given by
A~ C NC N
dUﬁINLo = e qu)n—i-Q ({pi}iss *: Das D) (4.104)

Sn—i—?

——~——

x {% X0(4, 5,1) Xg?«?s“),s',@) IMERID (e (98, (5 (D), £ )

1 N XO((7s). ¢ n (oa) ((io)e) (9]
— 5 X8es5,9) X5((s), ') [[IMELIO] (o (es), ()9, (50, £ )
1 o Th " T Ty (e
— 5 X805, f) X80 (1) [IMOPIP] e, (99), (5 0), (Fs) )
1
) {(5@7),8,@5 S )s@TD) — (S — Ses«Z}Ts/)) — (Sp@ ~ st<@7?>)

X)) [LMERI] e (09). (). £}

4.5.1.4 Colour-disconnected subtraction term, d&;ﬁm

Colour-disconnected double-unresolved singularities occur in configurations where two
unresolved partons are separated by more than one hard radiator and therefore are only
present in processes with more than five coloured particles. The subtraction term for
single-unresolved limits, dO’NNLO, over-subtracts singularities in colour disconnected lim-
its. The reason for this over-subtraciton is that for each term in dUNNLo where a parton
j is part of the antenna and parton m is part of the reduced matrix element there is also
a subtraction term in d&f\?’f\l}m where 7 and m change their role. Both of these configura-
tions lead, however, to the same singular limit in double-unresolved colour-disconnected
configurations leading to twice the result needed to cancel the singularities present in the
double-real matrix element. The over-subtraction can be fixed by introducing subtraction
terms like

N )
doxro % > A, o ({pi} i pas 1) (4.105)

j7m
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X X??(pzap]vpk>X??(pl>pmapn)‘Mg({ﬁz};ﬁf \ {ﬁj)ﬁm};ﬁ(uﬁb)‘Q
X I {P Y\ ABj P })-

As the two unresolved partons are colour disconnected it is possible to integrate dé’%ﬁmo
analytically over the two corresponding disconnected three-parton antenna phase spaces.
The integrated subtraction term is reintroduced in the double-virtual subtraction term.

4.5.2 Real-virtual subtraction term

Real-virtual corrections to squared matrix elements include one-loop corrections and the
radiation of one potentially unresolved parton. Both characteristics lead to singularities of
different kind that have to be accounted for in the corresponding real-virtual subtraction
terms. Loop corrections lead to explicit poles originating from the one-loop integration
whereas the radiated, potentially unresolved parton leads to implicit divergences when
integrating over the phase space. The subtraction term used to cancel these singularities
also reflects these two characteristic properties of real-virtual corrections by being split
into different parts,

déinLo = Ao + doxNLo + doNKLo- (4.106)

where each of the first two contributions to dofyo is used for the cancellation of one of
the different kinds of singularity types, respectively. d&lj\;ﬁm contains terms proportional
to integrated antennae X used to cancel explicit poles and is the integrated counterpart
to Aol o, Whereas doly, , is constructed such that it cancels the implicit singularities
of the potentially unresolved parton in real-virtual corrections. This contribution is split
further into three parts,

déf@ﬁm = dAfGNLO + d‘%gﬁo + dﬁﬁio» (4.107)
where the first two contributions are motivated by the behaviour of one-loop matrix
elements in implicit IR-singular limits and the third contribution is needed to adapt
the renormalization scale used in the renormalization of one-loop antenna functions to
the renormalization scale of other contributions within a certain calculation. The last
contribution to the real-virtual subtraction term, daNNLO, is the integrated version of the

almost colour-connected subtraction term dUNNLo introduced in the previous section and
contains contributions of the form X X?.

4.5.2.1 Mass factorization terms at NNLO: Real-—virtual contribution

In Section B.3] we discussed mass factorization kernels needed to cancel all explicit IR
singularities that remain after adding all virtual and real corrections because of the lack
of inclusiveness with respect to initial-state partons in NNLO calculations and classified
them according to the number of final-state partons involved in the appearing matrix
elements. We can use the definition of the NLO correction to the cross section within the
framework of antenna subtraction,

. _ R .S
/ doijnro = / (daij,NLO - dUz‘j,NLo) +/ (/ dUz; NLo T dazg ~nro T doj; NLO)
n+1 n+1 n 1

(4.108)
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in order to rewrite the NNLO mass factorization kernel in (3.62)) as a sum of two contri-
butions,

A6 N npo(&Pa, &Pp) = 6 Nnpo(&Pa, &Pp) + 67 v po(§Pa, &Ps),  (4.109)

where
dz; dz
~MF, L dzy
daij,NJl\fLo(&PA,ﬁgPB) = |
asN ~ A )
X 5 C(e) FE;;)kl(Zly 2) (dUZ,NLo - dafl,NLo> (2161 P4, 2265 Pp), (4.110)
5 dz; dzo
do’?j{]I\?JQVLO(glpAa £2PB> = — 2_12_2{
a,N\?
s = 9 .
( 2m ) Cle)” FEj?)kl(Zl’Z2)d0_kl,LO(Z1€1PAaZQfQPB) (4.111)
a,N - A ) A
+ o C(e) ngl';)kz(zh %) (dUIE;/l,NLO — dUIZ;,NLO + dO’%%LO) (21&1Pa, zgfng)}

and

D2z, 20) = 6(1 — 2)3 030 (21) + 0(1 — 20)06 T (22) + T (20T (22). (4.112)

J lj

The second mass factorization term in will be used to cancel collinear singularities
in the double-virtual contribution while the NNLO mass factorization term in (4.110)
involving (n + 1) final-state partons is used to cancel collinear singularities in real-virtual
contributions and can be further split into two pieces,

~MF1 _ 1 MFla ~MF,1,b
daij,NNLO = dUij,NNLO + dUij,NNLO‘ (4.113)

The first part contains the NLO real cross section,

d&%gﬁﬁo(faﬂ, &) = — / (Lzadz_,? (4.114)
X % C(e) F'Ejl';)kl(za7 %) d61§,NLO<ZafaPa7 &),
and the second part includes the corresponding real NLO subtraction term,
doiolepnan) = [ 222 (1115)
X % Cle) ngl';)kz(zaa %) d&lfl,NLo(ZafaPa, 266 5p).-

In order to connect to the different parts of the subtraction term in (4.107)) the mass
factorization terms including the NLO subtraction term is rewritten as

~MF1b _ 1~MF1b ~ MF,1,b ~MF,1,bs
daij,NNLO = daij,NNLO + daz‘j,NNLo + dgij,NNLO’ (4.116)
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where
A6 30 (EaPas &6P2) =467 X0 (€0 Pas &6F), (4.117)
. L dz, dz
daj‘j{l@i\}fo<€apaa§bpb) :/ . z_bb (4.118)
asN - .
ol C(e) ng?cd(zavzb) dej,NLo(ZafaPa, 26 5),
= — ddynnio (EaPa & 5)- (4.119)

Note that ¢ and d in the last equation are given by ¢ = ¢ and d = j for processes where
unresolved limits do not change the initial-state partons. Otherwise, they are given by
the species of the initial-state partons involved in the reduced matrix element in the NLO
real subtraction term. For further details and a specific example see .

The NNLO real-virtual mass factorization contribution including the NLO real cross

MFla : : 1 Ta

section, do;; \yio. is part of the integrated antenna string used in doyypo. The mass
,bl Tbl .. .

factorization contribution da innpo 18 included in doyygo. The remaining real-virtual

: .. Th
mass factorization contrlbutlons are part of antenna strings included in dogyio-

4.5.2.2 Subtraction terms to cancel explicit poles, do 3

At NLO the real subtraction term, doy;q, discussed in Section FE4] canceled all implicit
IR singularities of real n 4+ 1 parton squared matrix elements. Integrated over the one-
parton unresolved antenna phase space doy; o was sufficient to cancel all explicit poles
in the one-loop correction to n parton squared matrix elements (when including mass
factorization kernels). To cancel single unresolved singularities at NNLO we generalized
déS, o from (n+1) to (n+2) final state partons and obtained d63, . Therefore, 63, o,
being the generalization of do¥; o to NNLO, integrated over the unresolved one-parton
antenna phase space will now subtract all explicit poles from the one-loop correction to
(n + 1) parton squared amplitudes when including proper mass factorization kernels.

The integrated version of the subtraction term d&f{fwo and also the mass factorization
cross section, dozjy ﬁ\%’fo, involve (n + 1)-parton tree squared matrix elements. The sum of
the integrated subtraction term and the mass factorization contribution leads to exactly
the same integrated antenna string as the ones that we already encountered at NLO in

and (T53)

~S.a ~MF1l,a
dJNNLO = / dogNro — daz] NNLO

dz, dz N
NTLO Z / _bd(bn+1({pi}iill; ZaPas prb) (4120)
n+

X jQ (]7k Zavzb)‘Mn-H({pz i=1 7Zapa>szb)‘2 J7(Ln+1 ({pl n+1>7

with the prefactor

NNNLO - ( )NNNL07 (4121)

relevant for real-virtual corrections.
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4.5.2.3 Subtraction term to cancel implicit poles, d6§17\]IDLO

To construct a subtraction term for implicit singularities in real-virtual corrections it is
useful to introduce two terms,

~Tb ~Tb ~T.b
doxnLo = doniLo + doxNLos (4.122)

where each of them mimics one of the structures that are present in the factorization
behaviour of one-loop amplitudes in single unresolved limits that we observed in

E39).

1-loop — (tree x loop) + (loop X tree).

—~ —~

~T,by ~T',by
donNLO donNLO

The first part of the subtraction term, dc}g;’lsio, includes a tree-level three-parton antenna
function multiplied with an n-parton one-loop reduced matrix element whereas the second
part, d&ﬁgio, involves a one-loop three-parton antenna function multiplied with a tree-
level n-parton reduced matrix element. However, as both contributions contain explicit
poles and to avoid the introduction of them as spurious explicit IR poles—the explicit poles
of the real-virtual squared matrix element are already canceled by d3§’§ o —additional
terms have to be included in both contributions. The explicit poles in daf\FINLO are present
in the one-loop matrix element and can be removed by an integrated antenna string
familiar already from NLO. This leads to the first part of the subtraction term,

N s N V¢ JVNNLO % dz

—do, A o 4.123

30 X800 {801 = 2001 = ) MALBILE\ )z

~T,by
do ONNLO —

+ s T A \ABDIMAABIE N\ {5} Zapa,szb)V} DB\ B,

where we abbreviate the sum of antenna strings by

A

T (Lgig gy kg lgs 26) = ..72(1)( ig) + J(I)(zg,jg) + -
+ T3 (k 9 1g) + 7! (2q,lg), (4.124)

and write the contribution of the one-loop matrix element to the squared matrix element
as,

M} = 2Re{(M°)* M} (4.125)
The constant c¢; equals one in all cases relevant for this thesis but is in general given by

‘- {2 n = 2 and all particles are gluons, (4.126)

1 otherwise.
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Integrated over the unresolved antenna phase space, dUNNLo reappears as part of the
double-virtual subtraction term.

The (loop xtree) contribution to the subtraction term also includes explicit IR poles that
need to be canceled by adding additional terms. Including the additional terms needed
to cancel all spurious explicit poles the complete subtraction term is given by,

dgTbe _N¢ NNLO/%%(M)”H
Zb

ONNLO =7 g P}t zapas 26pp)
n+1 Za

xz{ (1,4, k)O(1 = 22)0(1 — ) + T (i, 4, k) X33, j, k)

- MXX??(Z7]7 k)JQ(l)(ﬁhﬁk’)]

< |M P\ AB;Ys Zapay 2000) P8 (B {B3), (4.127)

where

Z T (i (4.128)

(4,5)=

The constants Nx is the number of colour-connected parton pairs (7,7) within X3 and
both Nx and My are equal to 1 in all cases relevant for this work. However, in general
they differ from one and have to be adapted depending on the type of one-loop
antenna X1 in ([4.127). The structure of the additional terms in used to remove
explicit poles is determined by X3 defined in ([4.43)),

|Mz]k ’2

ik IK Ty 0 (o
T MO 2

Mkl
Mi*

The part proportional to J )((I)Xg cancels the poles of the one-loop three-parton contribu-

tion to X3, while the part including ngz(” cancels the explicit poles in the two-parton
one-loop contribution.

The integrated version of the two terms that include X} and X 0.721 are reintroduced in
the double-virtual subtraction term, whereas the term including T X X Y is the integrated

version of the double-real subtraction term daiﬁfLO.

4.5.2.4 Renormalization subtraction term, d&gl’\}’fo

In the calculation of one-loop three-parton antenna functions the renormalization scale
is fixed to s;j;. However, to ensure a cancellation of explicit IR poles it is necessary to
change the renormalization scale of the one-loop antennae to different values dictated by
the renormalization scale choice used in other one-loop quantities present in the calculation
such as M} in (4.123)). The renormalization scale used in the one-loop antennae ([4.43))
can be adapted by using the transformation rule

B —e —€
X?%z]k: - X§13k 2 X:E,),ijk EDT I (1) . (4.130)
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The coefficient in the QCD S function 3y is given by
Bo = boN + bo,r N, (4.131)

where by = 11/6 and by p = —1/3. In order to understand this structure we split the
discussion into antennae constructed from photons and the Higgs boson, and antennae
constructed from neutralino decays. In cases where the processes photon — ¢¢ and
Higgs — partons are used to construct the corresponding antennae the tree-level 1 — 2
matrix elements included in X3, involve no strong coupling constant and are therefore
not affected by QCD renormalization transformations if we choose to renormalize only
the coupling of the theory. The respective 1 — 3 tree-level processes, however, are
proportional to the strong coupling constant and therefore lead to a counterterm diagram
that is proportional to the renormalization constant §Z,_ of the strong coupling constant.
As this counterterm diagram is sufficient to cancel all UV poles of the one-loop correction
to the 1 — 3 processes included in , this allows us to identify the UV pole structure
of the one-loop three-parton antennae calculated from photon and Higgs decays

|Mz]k ’2

X3 = SijkIK T 0 15 ‘
3k | gypoles PP I MO k|2 TUV-Poles

= 070, X0 (4.132)

where we used that the one-loop 1 — 2 part is free of UV poles (or to be more precise,
they cancel against IR poles with the opposite sign), as argued above. In case of the
neutralino decay the 1 — 2 decay matrix element is proportional to the effective coupling
n which is affected by QCD renormalization transformations and therefore also the 1 — 2
part in contributes to the UV pole structure (see for the Feynman rules of
the relevant neutralino decays),

Xt = kIK‘Ml]kP 0 |M il
3,ijk UV-Poles R |M K|2 UVv- Poles 3iijk |M K|2 UV-Poles
= (0Za, + 0Z,) X3 51 — 62y X3 i1 (4.133)
Therefore, for all antennae independent of their specific type we obtain
1 o 0o 60 Qs +-0

leading to the result in (4.130]). Note that in (4.130]) the factor ag/(2m) is not included as
it is part of N} included in the complete subtraction term,

N 5 dz, dz
~T,b b n
doxyrLo %TLO / p, = —dq>n+1({29i}i:+1l; ZaDa> Z6Db)

><§:/%((MMO 1)Xy@$kwu—z@a1—%)

X Mo (B2 \ABs Y Zapas 2600) 2T (B \ {5}, (4.135)
which adjusts the renormalization scale used to calculate the one-loop three-parton an-
tennae to the one used in a calculation where antenna subtraction is applied. The colour
decomposition of Sy in (4.131]) allows for the identification of terms that are needed in a
certain part of a calculation organized by colour decomposition. More explicitly, we can

read off that there is no subleading colour contribution to the antenna subtraction term
doyiio-
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4.5.2.5 Real-virtual almost-colour-connected subtraction term, dc‘r{‘\%\&o

The last ingredient of the real-virtual subtraction term is obtained by integrating the
double-real subtraction term for almost-colour-connected configurations, d&fﬁfmo, over
the single unresolved antenna phase space,

NaN NLO/%dzb

Ao = — =5 40,1 (P} 20000 20 (4.136)
n+1 Za Zb

1

X {‘ Z { (X3 (sir) — X (si)m)))

— (X3 (501) = X (saip)) — (X5 (sm) — A5 (sqagp))

((5 Sis Siks 1) — S(S(i) () Sits T(6g) (G1)ik))

— (S(5ais Siks Taisit) — S(Sagis)s Siks Ta(i) it)

— (S(Skbs Siks Trvik) — S(S(k)p, Sikyx(jk)b,ik»)é(l — 24)0(1 — Zb)} }
X X3 (i, 4, k) MO B\ AB; Y 2apar 2000) [P TS ({520 \ {55,

where

1
S(Sac, SIKaxac,IK) = m /d(inijajc- (4137)

The terms in involving integrated antenna functions with mapped momenta,
X9 (55 (k)) Xf(sa(w ), and X (s(j)p), are introduced in order to ensure IR finiteness
of the subtraction term. They have to be canceled in the double-virtual subtraction term.
The result for the soft functions S is given by ,

7 - 1 1 . 1— ac,i
S<3ac> Siks xac,ik) = <S_k) [_ ——In (xac 'Lk) L12 (_ﬁ) - 7l + O(E):| )

,u2 62 € Lac,ik

and x,.;; is defined as

SacSik
(Sai + Sak)(sci + Sck’)

(4.139)

Lacik =

4.5.3 Double-virtual subtraction term

In the double-virtual subtraction term no new subtraction terms can be introduced and
only integrated versions of contributions present in the double-real or real-virtual subtrac-
tion terms that have not yet been canceled are included. However, according to the KLN
theorem this has to be sufficient to cancel all explicit IR singularities present in double-
virtual corrections to underlying tree-level squared matrix elements when including mass
factorization kernels to account for hadronic collinear singularities. The double-virtual
subtraction term dé{y;o receives contributions that contain a product of a integrated
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three-parton antenna function and a one-loop n-parton matrix element, d&g{? contri-
butions that include a convolution of two integrated three-parton antennae, dUN1\]13L0a and
a last ingredient, dgSx; o, that contains integrated four-parton antenna functions,

do{nio = dUNNLo + d&N’NLO + d&NNLO. (4.140)

All of the three contributions include parts of the NLO mass factorization kernel rele-
vant for double-virtual corrections . The distribution of different contributions to
the mass factorization kernel amongst the ingredients of the double-virtual subtraction
function is subject of the next section.

4.5.3.1 Mass factorization term for double virtual corrections, daNNFL(z-)

We introduced the NNLO mass factorization contribution relevant for the NNLO double-
virtual correction in (4.111]). It is again useful to split d&% [ Lo into three parts,

~MF2 ~MF2,A ~MF2,B MFE,C
dazg NNLO — dgij,NNLO + daij,NNLO + dazg NNLO> (4.141)

MF2 ’L . . . A~ Uq, .
where each of the terms doy; vy 1s combined with doyy;o in the construction of the

double-virtual subtraction terms. Explicitly, the individual contributions of the mass
factorization terms to the subtraction terms read,

do NNz = — / (Zadz_? <%) C(e) Fz('gl';)k:l (dé-l‘c/l,NLO - %d&kz,w), (4.142)
dggﬁfo +/dziadz_?) (%) C(e) Fz(] 450 N o

- / dziadz_? <04237]TV>2 6(6)2%[Fz(jl';)ab(g)rc(zz);kl]d&kl,LO? (4.143)
dAz]\gJJI:fJQ\/go = / iiadz—? <a287]TV)2 0(6)2F§g2‘;)k1 dow, Lo, (4.144)

where we have introduced the convolution of two functions f(x,,z;) and g(x,, x),

[f ®g](z1,20) = / dzydwady;dys f (21, 22)g(y1, 42)0(21 — 151)0 (22 — waya).  (4.145)

We also used the decomposition of the genuine NNLO mass factorization kernel,

D1, ) = Toa(on,22) = 2001, ) + L [0, T8 ] (o z), (4:240)
where fg)  fulfills the relation
T (21, 20) = T2 (20)8;0(1 — 2) + 17 (22)608(1 — 1) (4.147)
and is given by,
f?(z) = —2% (p,lj(z) + %pgj(z)). (4.148)
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Note that in we have two different contributions, one including a convolution and
another including just a normal product of a mass factorization kernel and the integrated
NLO subtraction term. In order to combine both contributions with the NNLO sub-
traction term d&gﬁo, which is proportional to convolutions of integrated three-parton
antennae, it is useful to write (4.143) purely in terms of convolutions as well. We can
achieve this by inserting the explicit expression for dg}; ;o (not including potential mass
factorization kernels present at NLO) which schematically leads to

N\? _ dz,dz, [ dz,dx
dAMF,2,B _ A C(e)? / a A2y a ATy
0, NNLO o (€) P, I

X Fz(]l‘;)kl(zm Zb)‘)(30<xa7 p) dﬁkl,Lo(pb <y P TaZaDas TvZDs)

dzadz (aN\* 5 bl o) 1o
_/ Za Z_b (2%) Cle) §[Fij§ab®rab;kl}do-kl,LO-

If we now insert two additional integrals 1 = [[,_,, [ dy; 0(y; —z;2;) we obtain the desired
form of d&?‘({ﬁ’f\;fo purely in terms of convolutions using (4.145)),

ij
dz, dz a,N\? _
~MF2B o d2p s 9
doj; NNro = —/ - Z_b ( o ) C(e) (4.149)

1
{0 28] + 500 8T baduso

4.5.3.2 Double-virtual subtraction term, d&gﬁo

The double-virtual subtraction term d&g’ﬁo receives contributions from parts of real—
virtual subtraction terms integrated over the single unresolved antenna phase space and
one part of the NNLO mass factorization contribution,

AT,bS
+ / daz‘j,NNLO
1

+dao) v (4.150)

~U,A o ~T',b1
daz‘j,NNLO = /daz’j,NNLo
1 u2=0

ocMT(ll)

where the first part is the integrated version of the (treexloop) real-virtual subtraction
term, d&g:%N 10, including only the part proportional to the one-loop n-parton matrix
element and not the one proportional to the integrated three-parton antenna string. The
second contribution is given by the real-virtual one-loop renormalization subtraction term
([4.135) including only the contribution that is not proportional to (u?/]s;k|)¢ integrated
over the single-unresolved antenna phase space. The complete subtraction term can be
written as
€ VvV
d&gﬁNLo - W / e %dq)n({pi}?zls ZaPas Z6Db)
n Za Rb

x TN Upi}1; Zabas 26D0) <[Mﬁ Jfln)] ({pi iy 2aPa, 260b)
/8 n n
= M T (o 2apas ) ) (4.151)
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where we have introduced

NNNLO ( )NNNLO (4152>

Note that the term proportional to y does not give any contribution at subleading colour
which can be seen by considering the colour decomposition of Sy in (4.131]).

4.5.3.3 Double-virtual subtraction term, d&gﬁo

This subtraction term is generated by the integrated version of the remaining part of
dAZT]?&, ~Lo Which has not been included in d&gﬁo, some of the terms additionally intro-
duced in d&f";\, ~NrLo integrated over the single-unresolved antenna phase space, the integral
of d&f; 4 N1, and the corresponding mass factorization term. In terms of convolutions of

integrated antenna strings the complete subtraction term reads

. NE dz, dz "
d"g gNLO SNNLO / > _bdq) n({Pi}iz1; ZaDas 26Db)
1
x 5[15”(1, ..n) ®.7n1>(1, cos)] (20, )
X “Mng ‘]7(171)} ({pi}?:l; ZaPas prb)' (4153)

To our best knowledge, not all of the needed convolutions of integrated antenna strings
are publicly available, in particular not the ones that are needed for this work. The
analytic calculation of these convolutions is part of this work and details of this calculation
are given when they become first relevant in Section [fl Partial analytic results for the
convolutions are given in App. [E] For completeness we mention that in the relevant
convolutions for gluon scattering at NNLO are explicitly given in the appendices.

4.5.3.4 Double-virtual subtraction term, d&ﬁﬁo

The last double-virtual subtraction term is generated by all contributions from the double-

real and real-virtual subtraction term that so far have no integrated counterparts and the

ap%oropriate double-virtual mass factorization term. In terms of the NNLO antenna string
it is given by

N c dza dzb

46vC —
ONNLO =

e 1i ZaPas Z6Db)

x T2 (i, j) [I/\/12|2 Jé")] ({Di}i1; ZaPas z6D0). (4.154)

The initial-initial antenna string is given by

~ Sak e
T s ) =l ) + 1R ) + 1 )+ 2 (P2 et
=(2

+ e 20 (533) © X (535) — Tz ) (4.155)
including also the mass factorization contribution where the labels 7, 7 specify the initial
state partons of the cross section whereas k, [ denote the initial state partons of the matrix

element. Note that similar terms can be constructed for the final-final and initial-final
case and are given in [96].
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Chapter 5
QCD X electroweak O(N fasa)
corrections to single-W/Z production

Physics beyond the SM might show up in the tails of invariant-mass or transverse-
momentum distributions outside the resonance regions of the DY-like produced inter-
mediate W/Z bosons. Therefore, it is important to provide information about the size
of O(asa) corrections in off-shell regions of phase space. This chapter is devoted to the
description of O(Nyaga) corrections to DY-like W/Z-boson production and their fully
differential calculation in the complete phase space. As the number of fermion flavours,
Ny, is a free paramter of the theory they form a gauge-invariant part of the full set of
O(asa) corrections. The restriction to NNLO QCD xelectroweak corrections that are
enhanced by the number of fermion families demands that all relevant diagrams include
closed fermionic loops and therefore reduces the relevant diagrams describing O(as«)
corrections considerably.

We start by establishing some basic facts about DY processes at leading order and pro-
ceed by describing the relevant ingredients contributing to O(Nyasa) corrections to the
squared matrix element in Section [£.2.1l Radiative corrections introduce IR and UV
divergences, which in principle require the use of complicated subtraction schemes at
NNLO. However, the restriction to corrections that are Ny enhanced reduces not only
the number of relevant diagrams but also the complexity of IR singularities. As there are
no double-real Ny enhanced corrections, NLO antenna subtraction terms are sufficient
to cancel all IR singularities at O(Nyasa) (relevant subtraction terms are discussed in
Section [£.2.2]). The renormalization procedure used to cancel local UV divergences and
also UV subdivergences is discussed in Section [0.2.3] In this context we also discuss the
extension of the complex-mass scheme to O(N;as«) enabling us to treat the W/Z reso-
nances in a gauge-invariant way. Finally, in Section 5.3l we study the effect of O(Nypasa)
corrections on the (transverse) invariant-mass and transverse-momentum spectra of the
W and Z boson, respectively. The results discussed in this chapter have been published
in [115).
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P I

Figure 5.1: LO Feynman diagrams of DY processes, where V = v, Z, W*. The first diagram
contributes to both the NC and the CC DY processes, whereas the second and third diagram
only contributes to the NC DY processes.

5.1 The leading-order DY cross section

The DY-like pp scattering processes can be classified by the charge of the intermediate
vector bosons,

pp — W — (T, /ol + X, (5.1)
pp — /7 — (T + X, (5.2)

where the former is the so-called charged-current (CC) process involving the charged in-
termediate W boson, and the latter the neutral-current (NC) process including the neutral
intermediate photon or Z boson. The charged leptons ¢* in the final state are either e*
or u*. While the CC process at leading order receives contributions solely from ¢g’ an-
nihilation, the NC process includes the production via ¢¢ annihilation and v scattering.
As has been shown in [26][28-30,[116], the v channel delivers only a small fraction to
the NC cross section. Furthermore, it does not develop a Z-boson resonance due to the
t-channel structure depicted in Fig.[5.1] In our calculation of O(Njasa) corrections we
do not include the v channel in the following and restrict our calculation to ¢g\") anni-
hilation. This procedure is justified by the fact that already at NLO the EW corrections
to the 7 channel turn out to be phenomenologically negligible [29].

In our calculations we use the five-flavour scheme with ¢ = u, d, ¢, s, b as potential massless
incoming quarks. However, in the following sections in the context of the calculation of
O(Nyasa) corrections, when the bottom quark shows up as virtual particle in closed
fermionic loops we might also assign a non-vanishing mass to it while keeping all external
fermions (including external bottom quarks) massless.

In terms of the Mandelstam variables

§= (pa +pb)27 t= (pa _p€1)27 U= (pa - p€2)27 (53)

we can write the LO matrix element of the polarized generic amplitude, which describes
the partonic scattering process involved in the hadronic processes (5.1)) and (5.2)), as

_ 152
A glagy—lly 1€ Tq al TqTI
IMEOVirm = 3 12 NVaua OV, ALO - (5.4)

Due to the simple kinematics of the LO process the so-called strandard matrix elements
A% reduce to

A =2a,  AfFD =2t (5.5)
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The chiral couplings in ([5.4]) are given by

I3
v + gt __Sweny o~ Cwf - -
Cfo CwC’Yff f Cwa_gf Swaa Cfo —gfa (56)
_ _ _ Vi _ Vii '
CW“”U, d V CW+Vll - V CW lI/l \/isw Y CW_dZU/] = \/Esw :

By the sign 7; appearing in the chiral coupling C‘T/f 7 We can determine the helicity of an
incoming (anti-)fermion to be +7;/2 (—77/2) and for an outgoing (anti-)fermion —7;/2
(+7¢/2). Therefore, only the helicity configurations o,, = —0,, = 7,/2 and 0}, = —0y, =
7,/2 are non vanishing. The spin- and colour-averaged amplitude is obtained as
11 & :
da 74 Z Ja 010512
(IMEB S = D 3 deal ML, (57)
Ca,Cp=1 T4, 7p=%
which is needed in order to calculate the 2 — 2 partonic cross section given in (A.37)).
The hadronic cross section ([3.56)) is calculated by convoluting the partonic cross section
of partons a and b with the respective parton distribution functions,

O(Py, Py) = d& d@ Falas 1) oo, 12) A6 P 6aP), (5.8)
0

where do° is normalized to the hadronic flux factor. Using (B.12), this equation can
also be rewritten in terms of the Mandelstam variable § and the rapidity v,

O(Pa, Pp) = Z/ ds/ fa(&1(5,9), 17) fo(&(5,9), 1)

&i(3,9) §(5,)
X 6()(5;’3) O (&1(8,y) Pa, &2(3,y) P). (5.9)
This shows that differential rapidity distributions
dO'LO A fa 51 s y) MF) fb( (‘§7 )’ )
ds
Z/ QG &b
(51752) dALO(g (3,9)Pa, &(3,y) Pp) (5.10)
a(y, B) 105, Y)Fa,G2(8,Y) B .

are dominated by the resonance region of the intermediate Vector boson V' = W/Z, as
the dominant contribution from the partonic cross section daL? to the integral over § is
coming from exactly this region.

5.2 Corrections of O(Nyosax) to single-W/Z produc-
tion

5.2.1 Corrections of O(Njasa) to the squared amplitude

A complete off-shell calculation of O(ascr) corrections to DY processes is a very challenging
task. To tackle the problem and proceed towards a full off-shell calculation one can select
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Figure 5.2: One-particle-irreducible virtual-virtual (vv-1PI) two-loop contributions to DY-like
processes at O(Nyaga). In the first diagram the two-loop O(Nyasa) self-energy insertions are
shown, whereas the second and third diagrams represent the finite gauge-boson—fermion coun-
terterms described in Section [£.2.3.7]

gauge-invariant pieces and calculate them individually. In the following we choose the
set of O(asa) corrections that is enhanced by the number of fermion flavours Ny in the
SM. The enhancement factor Ny requires the contributing diagrams to include a closed
fermion loop and therefore restricts the set of diagrams describing O(asa) corrections to
DY-like W/Z production that have to be considered.

Due to colour conservation there are no genuine O(Nyaya) vertex corrections by closed
fermion loops. As these closed fermionic loops are required for the N; enhancement,
genuine two-loop O(Nyasa) corrections show up in gauge-boson self-energies only. The
possible double-virtual one-particle-irreducible (vv-1PI) diagrams are depicted in Fig. [5.2]
where the shown vertex corrections are solely due to vertex counterterms that we will dis-
cuss below. The vv-1PI self-energy insertions can only be produced by closed quarks loops
at O(Nyaser), as a gluon has to couple the fermions running in the loop.

Apart from the vv-1PI O(Nyaga) corrections there are also reducible double-virtual cor-
rections (vv-red) of the form (one-loop)x(one-loop), which combine the insertion of the
closed fermion loops in the EW gauge-boson propagators with the NLO QCD loop dia-
grams in all possible ways. The relevant diagrams of this kind are depicted in Fig. [5.3|
In contrast to the vv-1PI corrections in the vv-red corrections the closed fermion loops
can be produced by quarks and leptons as the involved gluon of the QCD correction is
contained in a separate loop.

As shown in Fig. [5.4] similar to the vv-red contributions the real-virtual (rv) corrections
combine NLO real QCD corrections with closed quark and lepton loops in the EW gauge-
boson propagators. Note that we do not depict the gg induced scattering processes for
brevity.

In general, radiative corrections at NNLO also include double-real corrections. At O(Nyasa)
these corrections to the squared amplitude arise from interference contributions of ampli-
tudes of the process q,qp — Z/v/W + §'q¢' once with a intermediate photon and once with
a gluon (see Fig. and Fig. for a pictorial representation of such amplitudes with
4o = @ = ¢'). Therefore, there are no double-real contributions that have to be consid-
ered in case of O(Nyaza) NNLO corrections as they combine a g — ¢ and v/Z — ff
splitting within a single spinor chain, and therefore vanish due to colour conservation. If
we considered O(N;a?) or O(Nya?) corrections, such double-real corrections would lead
to a non-vanishing contribution.

As discussed above, the only relevant vv-1PI two-loop building blocks at O(Nyasa) are
given by the EW gauge-boson self-energies. For the relation between the two-point vertex
functions I'V'V and the self-energies ¥V in the 't Hooft-Feynman we use the conventions
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) Reducible virtual—virtual contributions within one diagram

(b) Interference diagrams of type reducible virtual-virtual

Figure 5.3: Different types of reducible virtual-virtual (vv-red) diagrams contributing at
O(Nyrasa) to DY-like processes, where the relative orders of the loop corrections are indicated
in the vertex blobs.

5o J Q° g

v

> g

Vv

Figure 5.4: Different types of real-virtual (rv) diagrams contributing at O(Nyasao) to DY-like
processes, where the relative orders of the loop corrections are indicated in the vertex blobs.

introduced before in (2.56) (identifying XWW = ¥V,

FZ;V(—IC, k) = —igu (k> — MZ)oyn — iEX;V(k:Q), (5.11)
with
, Fyuky v k: k,

where V'V = yv,vZ,727, WW, and k? denotes the virtuality of the gauge bosons V, V', In-
cluding the O(Nyasa) EW gauge-boson self-energy contribution ZT (awa I the amplitude
of the leading-order DY process we obtain

B Ga Ly Cm V'V ( 2) -
ladnl VOV = v e ) agoni g
Yaga,VV/ ' 1qm — = > - T LO,V,1q7¢ » :

2 __
Vi, P Hv

‘0 L. 2

where the expression for the LO amplitude is given in (5.4). The longitudinal part of
the self-energy drops out in ([5.13)), as the momenta contained in its prefactors in (5.12)
are contracted with the V¢, or V'f1{y-vector current, which, using the Dirac equation
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for massless fermions, pau(pa) = @(pb)}/}b = 0, leads to zero. Therefore, we only have
to consider the transverse self-energy parts Y%V in the following. Equation is
obtained by dressing the gauge-boson self-energy diagram with a propagator on each side
and reducing the expression to the tree-level expression of the propagator,

ighv , igPm VIV (2 ighn
T = T T )
b= Ly b= Ky pbT = Wy PT— My
M

where the remaining terms that are not explicitly shown on the r.h.s. of the last equation
vanish when contracted with the initial- or final-state vector current, as argued before.

Apart from the insertion of the gauge-boson self-energy we also need the counterterm
contributions at the respective order in perturbation theory, as illustrated in Fig. [5.2] By
the replacement

o o ct,o
vir = CVriv it (e (5.15)
qa@p—102

to one of the vertices in MLO,V’TW we obtain double-virtual vv-1PI diagrams including
O(Nyasor) vertex counterterms. The double-virtual matrix elements including O(Nyago)
vertex counterterms are given by

cAfTQaqp—01la - (sCbT ct, 7y qaGy—C102

lM(sCt Vi1qmi - 1(5‘/(7@217,(015(1) + 5V(71£2,(asa)>MLO,V,TqTK . (516>

(asa)?

The relevant vertex counterterms 53}5;0’(%&) are given in ([5.49), , and (p.51)). To

calculate contributions to the squared matrix element we first add the matrix elements in

(6.13) and (5.16)),

<A A Taqp—1 L s aGp—C10: . Gaqp—01 1

IM?/VL_];PL%/‘%,’TQW = IM%fsb&)Vl‘/,Q’Tqu + 1 6VV,M§((:§:Q)7‘ZT2QTl ’ (517)
The contribution of the double-virtual 1PI amplitudes to the squared amplitude at order
O(Nyase) is then obtained by projecting onto the LO amplitude and summing all relevant
contributions,

N QaGo—01 02\ * Qao—0102
ZV,V’,V:%Z 2Re |:(MLO7X~/,7—(17—4) MVV-lPI,VV/,Tqu:| ’ for NC7

Qa@p—01l2
MVV—IPI,Tng -

- o (5.18)
2Re [(M%gfv;}%,gfm) ' Mq“q’l’;faézwﬁqn} , for CC.

vv-

To calculate reducible diagrams, which contain a one-loop QCD vertex correction and a
O(Nya) correction as shown in Fig. we use that the virtual QCD correction, given
by

520 (5,) = ;‘—;CF {2 ' (e, %) - 4}, (5.19)
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factorizes from the matrix element. Therefore, all amplitudes of this form can be obtained
by changing the perturbative order of the gauge-boson self-energies and vertex counter-
terms in from O(Nyasa) to O(Nya) and multiplying by 5\2,5(’. In the last equation
we used the L%) operator, which was introduced in (3.19). The needed O(Nsa) vertex
counterterms can be found in e.g. by taking only fermionic corrections to gauge-boson
self-energies into account. The contribution of corrections that combine a virtual QCD
correction with a O(Nya) correction within one diagram to the squared matrix element,
can be combined with the interference contribution to the squared amplitude, obtained
from an amplitude including a one-loop QCD correction combined with an amplitude that
includes a O(Nya) correction. This leads to the following contribution to the squared
amplitude,

Vs®6¢L),Virgm LO,V ,7q1¢

Gaqy—L102 GaGp—10o * GaGy—L102
QRG[((SVV/M e - MVS®EQ,VV’,an) MG

Gaqp—0102 Qa@p—0102 Taqp—10l2g
+ (6VV’M5Zt + M : VV/ Tqu) M adb :|

(o) VoTamt s:ViTgTi

_ Zqq Zqq\* Gaqp—0102 qadp—102 qap—102
9 Re[(évs + (67a0) ) (B MR 4 MERTE ) M }

NErty LO,V,7y7¢
_ Zqq QaQb_>€1£2 qap—0102 qap—0102
—4 Re (5\/5 ) Re ((5‘/‘/ M(SCt VTqu MEQ,VV,,Tqu) MLO V TaTe (520)

The amplitudes corresponding to the rv contribution at O (N as«) are slight modifications
of the real NLO QCD corrections. Therefore, it is instructive to first discuss the real
QCD corrections and afterwards modify them to obtain the rv O(Nyaso) corrections.
The amplitudes corresponding to the NLO real QCD corrections are

- . T TT)\
MBS = 220,000, O M (R ) {pnehies). (5:21)

where § = {a, b, (1, (>} and the first entry of a tuple {p, ¢} describes the momentum and
the second the colour of a particle. Due to the symmetries of the partial amplitudes,

;
{Pa,ca}+{Pb,co}

M ({ky, a}, {pi, cibies) = MR ({ky, a}, {pis cidies)

Tq—TI\g qu— ,\q
MRS l <{kgv a}7 {pia Ci}ies) l ({kgu a} {pza Cz}zes) ) (5'22)
{pey Y {pey }
TqTI—Ag —Tq—TiAg *
MRSZ ({kgaa}7{piyci}i€5‘) = [MRS l ({k:gaa}v{piyci}iES)} )
it is sufficient to calculate only one helicity configuration, where we choose
12
R a Dey |Pey Pa |Pey
Mg ({kg, a}, {pi, cities) =t Pes[Pra) (palpes)) : (5.23)

“ (Palky)” (plkg)” (P} — 1it)
Diagrams of type rv including O(Nya) vertex counterterms, depicted in Fig.[5.4] are
obtained by the application of the following replacement,

CO’

Ve = CU 007, (5.24)

VIV if(a)y
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to one of the vertices in Mg "™ leading to

: Gaqy—L1l2g i sCt,Tq ct, 7y Gaqp—l1l2g
1MR5®5E&),V,T¢ZTZAQ o 1(5V(7a(Ib7(OK) + 5V[_1Z2’(a))M S,V,’Tqu)\g (525)

for the rv matrix elements including O(Nya) vertex counterterms. The rv contribution
in Fig. that we have not yet discussed is the one that receives a one-loop O(Ny«)
gauge-boson self-energy correction. The amplitude for this kind of rv correction is given
by,

_ c sV 2 _
iM%Qb—MMzs] _ _ V't Z:T (p )thiaQb—%Mzg (5 26)
Rs®@¥a,VV/ rqmiAg — CTl_ 2,2 Rs,V,7qTiAg? .
v, DT By

which follows from the same arguments we used to motivate (5.13). By projecting onto
the matrix element of the real QCD correction, ([5.21f), we obtain the contribution to

the squared matrix element, similar to the case of the genuine two-loop gauge-boson
self-energy insertion described in ([5.18)).

5.2.2 IR singularities and antenna subtraction terms

In this section we list the antenna subtraction terms needed to cancel all implicit and
explicit IR divergences present in O(Nyasa) corrections to single W/Z-production. The
only source of explicit IR divergences is found in vv-red contributions to the squared ma-
trix element given in . Accordingly, only the rv-red contributions to squared matrix
element contain implicit IR divergences. In combination with the fact that there are no
double-real contributions and that the vv-1PI corrections do not involve IR singularities
this means that the subtraction terms relevant for the cancellation of IR divergences in
O(Nyasar) are of NLO complexity. Therefore, NLO antenna subtraction terms, discussed
in detail in Section 4] are sufficient to cancel all IR divergences and we only list the
explicit real and virtual subtraction terms in the following.

Quark—antiquark initial state:

The real-virtual antenna subtraction term of NLO complexity for the ¢ induced partonic
channel is given by

~8.,ii,qq .
dUNNLq(q) =2CF NC,QQNI\]?LO d¢3({29i}?:1apa7pb)

a@o—0102 [~ ~ 2D, - ~
% A (pay p3, o) (ML (B, s Taa, omn)) I3 (B, B2). (5.27)
where the one-loop correction to the squared amplitude, Mfﬂf’,?gl%, can be calculated in

the same way as Mf“j_quel& in ([5.18)), but taking into account only one-loop O(Ny«a) gauge-

boson self-energy corrections instead of O(Nyasa) corrections. As in , the brackets
(.) indicate spin and colour averaging. The factors N¢ ,; and N& , were introduced in
and . The corresponding integrated subtraction term, which is combined
with the vv-red contribution to the squared matrix element , is given by

dz, dz
Z—;dtI)g({pi}f:l; ZaDas 26Pb)

AT7ii7qq J— € 1%

Za
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X Tas (@b, 2a, 2) (M (01 pos zapas 2up0)) I (p1, p2), (5.28)

with VY, given in ([£.78).

Quark—gluon initial state:

The real-virtual antenna subtraction term and its integrated counterpart for the qg in-
duced partonic channel (and similar for the gg channel) are given by

Ao =201 NegoNE o dP3({pi iy Py Pb)

X Ag7qg—>qq(p9’ Da; pb)<M3_a1%?£1£2 (D1, D2; TaPas xbpb)>J2(2) (D1, D2) (5.29)

and

dz, dz
Z—bbdqh({pi}?:l; ZaPa; ZbDb)

ATﬂ‘i#]g — € Vv
doxyro = — 2CF C,ag NNLO/ >
a

X ‘72(2’9%(%“7 b, Za; 2b) <M371%?2162 (P1, P2} ZaDa> 26Pb)) J2(2) (p1,p2)- (5.30)

5.2.3 Renormalization at O(Nyas)

In this section we discuss the renormalization procedure that we apply at O(Nyasa). The
renormalization of vv-red and rv contributions is of NLO complexity as they only involve
one-loop subdiagrams. However, the renormalization of the vv-1PI gauge-boson self-
energy insertions requires an extension of the renormalization prescription to O(Nyasa).
In addition, the renormalization constants determined in the process of extending the
NLO prescription to NNLO also lead to vertex counterterms of the gauge-boson—fermion
vertices at O(Nyrasa).

The extension of multiplicative renormalization transformations in the electroweak sector
to all orders in perturbation theory is discussed in . The beginning of this section es-
sentially follows the line of thought presented there, as we apply some of the results of
to the case of O(Nyasa) corrections. Further, we apply the “parameter-renormalized tad-
pole scheme” (PRTS) as defined in Refs. [601[69]. Therefore, our results for £V do not
include tadpole contributions. In the following we only discuss the renormalization of the
photon/Z-boson sector. However, the results can also be extended to the renormalization
of processes that involve the W boson by removing terms that originate from the photon-
Z mixing and by replacing the mass of the Z boson by the mass of the W boson.

To expand our renormalization prescription to NNLO we start by considering the renor-
malized two-point functions f}f;v Their relation to the unrenormalized two-point func-
tions FXVIVQ is given by

AV 2 51/2 -V,
LYY (<, k) = D TN (<, ). (5.31)
Vi, Voa=AZ

As the OS renormalization conditions in (2.54]) and ([2.58]) involve projections onto the
physical degrees of freedom using the polarization vectors, only the transversal parts of
Fl\ff} are relevant for the renormalization procedure and the longitudinal parts drop out.
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To make the structure of renormalized two-point functions and their dependence on renor-
malization constants explicit, we again rewrite them in terms of self-energy contributions,

TVV(k?) = — Oury (K2 — vz M2) — SYV (R {c;)). (5.32)

The introduction of the renormalized parameters {¢;} in the self-energies is used to keep
track of their parameter dependence which will become relevant later in Section £.2.3.2]
The bare parameters c; o are labeled with an additional subscript to distinguish them from
the renormalized parameters {¢;}. By the application of multiplicative renormalization
transformations to the fields in the free Lagrangian and the mass of the Z boson one can
also obtain

DYV(R?) = — ZW0 2K — Zya Zgfd (K — ME — 0M2) — Sin (k2 {e)),  (5.33)

where the subgraph-renormalized (SR) self-energies ESR 1 include all diagrams with loops
and counterterm insertions in loops, but no counterterm diagrams without loop parts, as
these parts are already part of the two-loop Z factors. The inclusion of diagrams with one-
loop counterterms in loops ensures that all UV subdivergences, i.e. UV divergences that
are proportional to non-polynomial functions in k2, are cancelled in EQII%YT, even though
local UV divergences that are proportional to k% and cancel against genuine counterterm
diagrams, might be still contained in ZSRT We can combine and ( - ) to obtain
the renormalized self-energies in terms of SR self-energies and renormahzatlon constants,

EYVR {e}) = S (0 {e)) + (ZW0Z3 + 210230 — uw ) K2
—(Zg/v%zm—(sv,zfsvz) M — 22 ZM2 502, (5.34)

A perturbative expansion of products of renormalization constants present in the last
equation up to O(asar) contains in principle also products of one-loop wave-function renor-
malization constants such as

a6 23) . av0Z%),

Z/i(/% /1x</2 =0Ay70Ay + 5 5 (5.35)
0av10Z /(%C\Y/S) 5AV5Zz(sasf) 5Av'5Z/(xo\é/SOé) (5AV5ZESS/O‘)
+ + + +
2 2 2 9
SavZ$062)  6ZG)s2%) 6262 aoZ) 2

However, as there are no one-loop QCD contributions to Zy v, i.e. 521&0\“,5) = 0, the last
expression simplifies to

OaviOZSy | OavOZy, | davidZy” | davoZig”

where the superscript dressing the renormalization constants in the last equation indicates
the perturbative order. Therefore, for the renormalized self-energies (5.34) in terms of
the SR self-energies at order O(asa) we obtain

2T (o a)<k27 {C’L}) E RT (asa)<k27 {C’L})

ZNoZAE =0avioay +

(5.36)
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<6A\,/52(asa) v OZ + a2 + O 2 ) I
(5Zv,5z<asa + B2 ) M2 — S0y M oy (5.37)

This equation has the same structure as the corresponding ones at NLO O(«), given in
([2-111)). The only difference is that at O(asa) the SR self-energy appears, whereas at NLO
the unrenormalized self-energy appears (which is, actually, equal to the SR self-energy
at NLO) We therefore conclude that if we apply the same renormalization conditions
to EVV o (K%, {ci}) as we applied to i}rf:(\g)(kQ, {c;i}) at NLO in (2.112)), we will obtain
the same relatlon between the O(asa) SR self-energy and the O(asa) renormalization
constants as we have in between the NLO unrenormalized self-energy and the NLO
renormalization constants.

Using, (2.52)) and ([5.31)), the SR self-energies are related to unrenormalized self-energies
according to

S4er(k2, {c}) = Z le/lzv Zof By V2 (K2, {cio}), (5.38)

Vi, Vo=AZ

which, in case of O(asa) corrections, reduces to

SRy R {e}) = D dvividvay BV (K {eio}) = Y0 (K {cio}). (5.39)
Vi,Va=AZ

as there is no NLO O(as) contribution to the self-energy ¥Y.'V2, and therefore also not to

the renormalization constants Zyy. This means that at O(aba) the SR self-energies are
given by the unrenormalized self-energies that depend on the bare parameters. However,
it is important to note the SR self-energies contain one—loop renormalization constants
dc; so that all UV subdivergences are cancelled in ESRT (o)’

ESRT asa)(k2 {ci}) = ET (asa) (k?2 {cio}) = T(asa)(kQ {ei}) + dei-terms. (5.40)

In the following sections we denote the SR self-energies by

S ey () = ZX oy (K {cio}) = SgRir o (K2, {e}), (5.41)

suppressing the parameters {c;} when not explicitly needed, keeping in mind that the SR
self-energies and therefore also Z¥/\;Sa)(k2) contain one-loop renormalization constants to
1-)

cancel UV subdivergences as in (5.40

5.2.3.1 Complex-mass scheme at O(Nyras)

We now proceed to discuss the extension of the complex-mass scheme introduced in Sec-
tlon“to O(asa). As absorptive parts of W/Z propagators must contain closed fermion
loops at this order of perturbation theory, O(Nyasa) corrections are already sufficient to
fully describe the extension to O(asar). As we have seen in the last section, the com-
plex renormalization constants at O(Nyasa) can be obtained in the same way as at NLO
replacing only the unrenormalized self-energies by the SR self-energies,

5”%\/,(0@04 EW T,(asa) (M%V)’ 6“%,((15&) = 2’%Z(asa) (:U’Z) (542)
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6ZW,(04504) - _E'IIE/I,/(oasoz) (:u%V)a

2 2
5ZZA,(04504) - _QEéfasa) (0)7 521427(0!501) = __QE%fasoa) (ﬂ%)a
Hz Hz
(SZZZ,(Ocsa) = —E/TZ’(ZOLSQ)(M%), 621414,(04504) = —E%é@sa) (0)7 (543)

where Y'YV (k?) = (0X"'V /0k?)(k?). Note that we write (agza) as subscript when there is
no distinction between between O(Nyasa) and O(aswr) corrections to certain quantities.

In Section 2. 4.2 we already discussed that the evaluation of the self-energies with complex
k? on the second Riemann sheet can be circumvented by expanding them about the real
part M2 of ui, up to the relevant order. This leads to

5M%v,(asa) = E‘fv,(asa)(M\%v) + (1iy — M\%V)EITVE/(%Q)<M\%V)7

513 ey = S22 (M) + (1~ MESIZZ, (M3) (5.49)
2

02w 0c) = =D (ana)(MW)s 0224 (00) = M—zz?fa@(o)v
7

2 Caz Hz
5ZAZ,(asa) - _V%ET,(asa) (MZZ) + <MZ2 - 6ZZA7(O<SC¥)’

6277, (as0) = — S (o) (M) (5.45)

7((150()

As at NLO the expansion of the wave-function renormalization constants is truncated at
(13, — M2), since they are always multiplied by (k* — u2,) = O(«), for k* ~ M2, in
the renormalized self-energies . In comparison to we do not need to include
a term like cfY —which originates from diagrams including photon exchange in W-boson
self-energies leading to a branch point at k* = M3 —as the self-energies E%,/(‘;sa) do not
involve IR singularities and are therefore analytic at k* = u3,. We also used the fact that
there are no O(as) corrections to X%V at NLO, which means that no further terms have

to be considered above.

The renormalization constants corresponding to the cosine and sine of the weak mixing
angle, dc,, and Jsy, and also the result for the charge renormalization constant 67, are

determined analogously to the NLO case described in (2.120)) and (2.121]). However, as a
consequence of Slavnov-Taylor (ST) identities we have

4z (0) =0, (5.46)

S(asa)

which simplifies the expression of the charge renormalization constant to

I
0Ze o) = 55 (o) (0): (5.47)

The renormalization constants defined above are not only part of the renormalized gauge-
boson self-energies

- / 1 1
EK(‘;SQ)(]{:Q) = E%(‘;Sa)(kz) + 5(]{:2 — M%/)(;ZVV’,(asa) + 5(/{:2 — /L%,,)5ZV/V7(QSQ)
— OV O (g (5.48)
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1% 1% 1 o Vv 1% Vv Vv’ Vv
= o + + .

V! 1% v \% % \%
= +

Figure 5.5: Diagrams contributing to the EW gauge-boson self-energies E¥/V at O(Nrosa),
which all involve closed quark loops. In the first line the contributions to Z%:YPI and in the

!
Z¥ g/m are shown.

second line the contributions to

with pu4 = 0, but also contribute to the vertex counterterms

0s 1
ct,o w,(asa)
6Wffl (Nfa Oc 5Z asa) SW + 562W7(asa), (549)
(SCJ 1 Q
57 GO 5 SN S J (5.50)
Z Nyasa g 7(a5a) o AZ,(asa);
T (Ng ) C’fo 2 2Cfo
o = o) + 502 itse (5.51)
Aff7(NfaSa) o 8,(0&5&) 2 AAu(aSa) 2Q ZA OésO() .

which lead to the UV-finite vertex corrections, described in (5.16]), by modifying the LO
coupling factors as in ([5.15)). In the last expressions the renormalization constants of the

LO couplings (5.6) are given by

5Cgff (as)

15wo¢a 21\?&1 5WOéOé
=Chpy (52 ) + ’)— L) 5 (5.52)

Swlw  Sw

5.2.3.2 Cancellation of UV subdivergences

We have seen in ((5.39)) that at O(asar) the SR self-energies are given by the unrenormalized
self-energies

Sier (K {ei}) = YV (R, {cio}), (5.53)

To obtain the diagrams needed to cancel subdivergences present in the EW gauge-boson
self-energies at O(Nyaso) we apply parameter renormalization in the unrenormalized
O(Nyasa) self-energies. This means, that we replace the bare parameters ¢; o appearing
as arguments on the r.h.s. of the last equation by

Cio =G + 561'. (554)

We split the contributions to the unrenormalized self-energy Y¥'V(k2 {cio}) into the
part ¥¥'V (k% {c;}), where the ¢; are simply renamed into ¢;, and a remainder part
P 50(1{;2 {c;}) that absorbs all effects of the renormalization constants dc;,

SYV (R {eio}) = X0 (2 {e}) + SY 5 (R, {e:}). (5.55)
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In principle also tadpole contributions have to be considered in the last equation. However,
in the PRTS they are always exactly cancelled by tadpole counterterms. Furthermore, for
the class of gauge-boson self-energy diagrams at this perturbative order, the only relevant
parameter renormalization transformation is given by

Mgo = mg + 6mi™), (5.56)
so that ([5.55]) reduces to
EV/ (asa) (k2) ET S(asa), 1P1(k2) + ET J(asa), 6m(k2)7 (557>

where ZV/(V o),1P1 COMPrises all one-particle irreducible (1PI) two-loop diagrams, as shown

in Fig. [5.5] and ZT (o), 5m TEDTESENES all fermion loops with insertions of the QCD quark-
mass counterterms. In principle, also the quark-field renormalization constants of O(ay)

have to be considered. However, their contributions to Z?(‘gsa) fully cancels. This is
equivalent to showing

+V'M@MV: , (5.59)
+W:, (5.59)

which can be easily seen by simply writing down the corresponding loop integrals,

wm@mM / dg Tr iw Vu (g hl :ZZ ((¢— m)5Zé°‘S) + 5m((1°‘5)) (5.60)

(¢+m) n (ﬁ—g—i—m)}

R R R

d’q o (51 m) (p—d+m)
W)‘vw / Tl" g w %(SZ( ) ng j:%/(p—q)—Z—WLZ} (5.61)

By expanding the bracket containing the one-loop renormalization constants and using
(¢ +m)(¢d —m) = q* —m? in (5.60) one obtains ([5.58). The cancellation of the one-loop
wave function renormalization constant of the quark in - follows analogously.

By definition the SR self-energies are free of UV subdivergences such that the UV diver-

gences present in the combination of E¥'(‘gsa) Lpr and Z?(‘;SQ) sm are of polynomial structure

and can be removed by a local counterterm of the form

YRR A = lguler P 62550 + 2 62550 + o3 521(\;5?)]-
Therefore, the combination of Z (aba) 1PD Z%l(‘gsa) sm» and a local counterterm is a UV-
finite quantity,

oV v 1% v :
Sl = + VX'V
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Vv’ o 1% % %4 Vv’
= + W@WW +
Vv’ |4 v’ Vv /
+ - + Yoo o (562)
In the on-shell scheme using dlmensmnal regularlzatlon the mass renormalization con-

stants dm, = smi (see Fig. [5.5) is given by |1
(o) _ OFOZS 3 — 2e¢ (471—[1;2)61—‘(1 + E)

, (5.63)

5 _
Mg Mg 47 1 — 2 €

where Cp = % denotes the quadratic Casimir factor of the fundamental representation of

colour SU(3). The diagrams involving dm,, contribute to ¥¥'¥ and their calculation can
be simplified using the following relation [118],

My, omyg,

a v V! ’
dmy, . i o R <. (5.64)
qa

Mg, My,

By applying the derivative with respect to m,, on the one-loop V'V" self-energy we obtain,

Mg,
5 0 v v,
m
da
8mqa
m

“ay

dq ¢ —m +2mq(9[+mq) (p_ﬁ‘i‘mq)
oy [ Ly [gt bt 2ma () L )
mqa/ (2m)d LT T (> —m2)? P =g —m2,

:/ dqu[giw %(g mqa)5 (¢ +mg,) i (p—gqumqb)]’

m a gi P)/V
(2m) (¢ —=mg,) " (¢> —m7) (p—q)* —mg,

da
which is equivalent to (5.60) with (5Zq(,as) set to zero. In the last step we have used
¢ —m2 +2mg, (¢ +mg,) = (¢ +mg,)*. With this short calculation we have checked the
validity of relation for the case mg, # m,,, where a generalization to m,, = m,,
is straight-forward and leads to an additional mixed loop-counterterm diagram on the
right-hand side of , with a counterterm on the fermionic line corresponding to m, .

5.2.4 Results for electroweak gauge-boson self-energies at O (asx)

In the following we discuss our results [115] for the electroweak gauge-boson self-energies
at O(asr). As we have seen in the previous sections, the longitudinal parts of self-energies
are not relevant for our calculation and we only consider the transverse part of self-energies

Qv N

EAf(loa;oz) 1pi(s) = 25 fi(s,m2), (5.65)

2
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asa N? — 1

S faaar(s) = 5 =55 D (=Qq)vy s fils,my), (5.66)
;

oy 1p1(8) = 074:204 NCQQ_ ! Z [(v2 4 a2) s fi(s,m2) + alm? fa(s,m2)], (5.67)
"

S o (5) = S m? fy(s,m). (5.6

S, o) = S e Z(—qu m? fis,m2), (5.69)
;

Hrsmon(s) = oS (02 ) o) 4 flsm)], G0
;

where (N? —1)/2 = N.Cy = 4 originates from the SU(N,) colour algebra with N. = 3
and the sums > , extend over all quark flavours ¢ € {u,d, ¢,s,t,b} with corresponding
electric charges @, and third components I3 = il of the weak isospin. In terms of the
couplings defined in . the vector and ax1al—vector couplings of quark ¢ to the Z boson
are given by,

1

2( qu C’Z

(5.71)

1

Vg = §(C§qq + Cqu) q = qq)
The explicit form of the auxiliary functions fi(s,mg) (1 =1,...,8) is given in App.
and depends on a set of 2-loop master integrals defined in . The explicit analytical
results of these master integrals which can be found in [115], are expressed in terms of
Goncharov Polylogarithms (GPLs) up to weight three. To produce the numerical
results presented in Section 5.3 the GPLs contained in the genuine two-loop O(Njasa)
corrections were evaluated using the C++ library GINAC and in a second inde-
pendent calculation [115] using CHAPLIN [122]. Apart from the O(asa) corrections to
gauge-boson self-energies present in the NC-DY process we also need the corresponding
corrections in case of the CC process,

e N2—1¢

2I/V(ozscu) lPl(S) = 27262 9 Z |:3f5(8’ mzj’ m12tj> + (mdj < muj)i| ) (572)
agae N2—1¢

EI/V(t)cb()c) 6m(8> = 27T;SQ C2 Z |:mi3 f6(37 m3j>mij) + (mdj A mu;)] ) (573)

where the sums ) ; extend over the three generations of up-type and down-type quarks
u; and d;, respectively.

In the G, input-parameter scheme discussed in the following section we need the W-
boson self-energy at zero-momentum transfer. The limit s — 0 to obtain E%‘f (o) (0)
requires some care as can be seen by looking at the explicit expressions for the auxiliary
functions f5(s,mj,,m ) given in (D.7). The master integrals contained in this auxiliary

function contain coefficients proportional to % such that the combination s f5(s, m2 ,m?2 )
s d; uj
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in - contains master integrals multiplied by . Therefore, the limit s — 0 leads
to derivatives with respect to s taken of master mtegrals in fs(s, md ,m ) that have
prefactors proportional to = 2

To calculate the derivatives of the master integrals S10110, S11101, S011025 500220, and SS000
(see for the definition of the two-point two-loop integrals Sypeq.) we first relate the
genuine two-loop master integrals Sigi10, S11110, and Sii101, given in , to the dotted
sunset integral with two different masses, S1g220, S20120, and Sogo19, Via a change of basis
using the reduction program KIRA ,. The vector of integrals

F= (500220, S10220, 20120, S20210) (5.74)
fulfills the differential equation

0 =
O0s

The matrix A_, can be found in the appendix of [125] and its entries have at most simple
poles in s such that

—F(s) = —A_F(s). (5.75)

B..

(A-o)ij =0 =~ + Cigs (5.76)

ij 550

where B;; and Cj; are constants which can also be zero for some combinations of ¢ and j.
The derivative at s = 0 is therefore given by,

9 -
%F( ZS*}O 8 S)

(5.76) ) B;
= -2l (?J ¥ C@'f)%)
i,j
(0) + Fi(0)s + O(s
:_thBw £ . —ZC’WF
= - lim Bw Z B;;F(0) — Z Ci,; F;(0). (5.77)
[N 7

By explicit calculation, using the specific form of A_;, we obtain BF (0) = 0. This leads
to

d

T F(s=0)=- ZJ: . d Z Ci; F;(0 (5.78)
which is a system of linear equations in the derivatives of the master integrals contained
in the vector F'. By solving this system we obtain the derivative of F' with respect to s
at s = 0.
Some of the master integrals are the square of one-loop two-point functions (e.g. So1111)
and their derivatives with respect to s are given by

d d

3oy (9))° = 203.)(5) ) (5). (5.79)
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There are also master integrals which are the product of a one-loop two-point function
and a one-loop tadpole (e.g. Sp1102) with derivative

d, 1. d

LU Iy () = 1y
Using the corresponding differential equation for the one-loop integrals, the calculation
of the derivative at s = 0 of the appearing one-loop two-point functions follows along the
same lines as for the two-loop sunset integrals described above.

—I{)(s). (5.80)

The limit s — 0 of the master integrals was used as boundary condition in the calculation
of the masters and, therefore, the corresponding integrals in this limit are known. The
knowledge about the derivative with respect to s of the master integrals in f5(s, mflj, mij)
at s = 0 and about the boundary condition fulfilled by the masters at s = 0 allows us
now to calculate the limit s — 0 of the transverse part of the W-boson self-energy. The

result of the procedure leads to,

e N2—1 &

S ani01(0) = e Y LS ol ) 4 (m, 5 m)]. (5.51)
s N2—1¢

Ew(aba) Jm(o) = 271_;52 02 Z [mzjfé(m?lj?mij) + (mdj A mug):| : (582>

The O(Nyasa) corrections to the EW gauge-boson self-energies had already been cal-
culated some time ago in Refs. --—- We have compared our results with the
ones given in Ref. | . 118] and find full analytical agreement in the case of vanishing quark
masses. For non-vanishing quark masses we find numerical agreement for Zvla Cv)(k;2)

with those results after fixing a mistake in the results of Ref. -

5.2.5 Electroweak input-parameter scheme at O(asx)

In the following, we work in the G,-scheme which was introduced in Section [2.3] for NLO
calculations. Formally, we derive the following value for o from G,
2G, M2 M3
ag, = m (1 W) 7 (5.83)
T
i.e. we take ag, as a real quantity which deserves some justification. In principle, the
imaginary part of the renormalized coupling e is given by the imaginary part of the

'For s < 0, our results agree with the ones in Ref. without modification. In order to get numerical
agreement also in the region s > 0 we had to modify the functions F'(z) and G(z) in Eq. (4.5) of Ref. [11§]
when evaluating them with squared arguments F(x,7y), G(z,2p) in Eq. (4.3) and likewise F(2?), G(2?)
in Eq. (5.1). The modifications leading to a correct analytic continuation of the results in Ref. to
the region s > 0 explicitly read

F(2q1p) = 6 Lig(2e1p) — 4 Lis(xa2p) In(x,) + In(2p)] — [In(z4) + In(x)]? In(1 — z425),

G(xqwp) = 2Lig(zexp) + 2[In(ze) + In(xp)] In(1 — z4ap) + - fajbxb [In(z,) + In(zy))?.
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charge renormalization constant, which in turn, is a consequence of the application of
the CMS. The charge renormalization constant is determined only from self-energies at
zero momentum transfer, which means, that it does not develop imaginary parts for real
internal masses, as these only build up if internal particles running inside the loop of the
self-energies could be produced on-shell, i.e. at the threshold (and zero momentum transfer
is obviously not at the threshold of any massive particle). Therefore, the imaginary parts
of the coupling e are only spurious terms, that are of formal two-loop order O(a?) and
therefore not relevant at O(agar). This can be seen by a Taylor expansion of the complex
masses appearing in self-energies that contribute to the charge renormalization constant
around the real masses,

SEYET =0, {pw, ... }) = 224K = 0, { M, ... })
+ (py — Miy) BEA(K = 0, {My, ... }) +O(a®) + O(asa?),

N J/

-~

O(a) =0(a)
(5.84)

where we made the dependence of the self-energy on complex masses explicit and used
that there are no one-loop QCD corrections to the electroweak gauge-boson self-energies,
similar to the case in (2.115)) and ({5.44]).

As at NLO we also need to adapt the charge renormalization constant when changing to
the G ,-scheme,

1
=07

67, e,(asa) 5

e,(asa) ‘G//« Ar(asa)- (585)

To obtain the expression of Ar at O(asa) we note that for its calculation only closed
fermion-loop contributions to the gauge-boson self-energies are relevant at this perturba-
tive order. Thus, we can obtain the expression for Ar(, ) from the O(a) result for Ar
by substituting the NLO self-energies with the corresponding O(aga) quantities,

(z%fmw%) ) E%V,(asawav))

AT(a,0) = D(aa) (0) —

s\ M M
ET () (0) = 0,00 (M)
J(asa) T,(asa) W
+ , (5.86)
Mg
where we have used ([5.46)).
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5.3 Numerical results

5.3.1 Input parameters and event selection

The setup for the calculation is taken over from our publication [115] containing the results
presented in the following sections. We choose the input parameters as [131],

Mw’os = 80.385 GeV, prs = 2.085 Ge\/,
My0s = 91.1876 GeV, Tz0s = 2.4952 GeV, (587
My =125.9GeV, my = 173.07 GeV, 87)

G, =1.1663787 x 107°GeV ™2,  my, =4.78GeV.

For the widths of the W- and Z-boson we use experimental values as input parameters
instead of determining them by calculating their decay widths at the relevant order, which
is a valid procedure in the complex-mass scheme as discussed in Section 2.4.21 The on-
shell masses and widths of the vector bosons are converted to the corresponding pole
masses according to . The masses of the light quark flavours (u,d,c,s) and of the
leptons are neglected throughout. The masses for the top and bottom quark in are
their respective pole masses. The CKM matrix is chosen diagonal in the third generation,
and the mixing between the first two generations is parametrized by the following values
for the entries of the quark-mixing matrix,

|Vaa|l = |Ves| = 0.974, |Vea| = |Vis| = 0.227. (5.88)

While b-quarks appearing in closed fermion loops have the mass my, given in Eq. (5.87)),
external b-quarks are taken as massless. The electromagnetic coupling constant is deter-
mined in the G, scheme, as described in the previous section.

In the OS scheme diagrams that contain the gauge-boson—fermion renormalization con-
stants in Tab. 5] dictate the size of the vv-1PI O(Njasa) corrections close to the res-
onance of the amplitude. Therefore, to estimate the size of corrections in the resonance

region, in Tab. 5.1l we give numerical values for the gauge-boson—fermion renormalization

constants (53}’;‘},’(%&) defined in Egs. (5.49) and (5.50) for V' = W, Z. Due the smallness

of 5;}%,7(%@), the size of the vv-1PI O(Nyasa) corrections is at the permille level in the
resonance regions.

Since in DY-like photon production the intermediate photon is off its mass shell in the
region of the W/Z resonance, the photon—fermion renormalization constants do not enter
the corrections to the resonant parts of the cross sections and we do not give values for
the photon—fermion renormalization constants 63}’;‘} (ae0)’ Moreover, light quarks are run-
ning in the closed fermionic loop leading to collinear singularities as the configuration for
the photon-photon self-energy including these loops at zero momentum transfer (which
is part of 53}’%’(%@ in the G,-scheme) fulfills the Landau equations depicted in Fig. B.2
Even though present at intermediate steps, in the complete calculation those IR singular-
ities cancel against the photon wave function renormalization constant contained in the
photon self-energy correction, when the O(Nyasa) vertex corrections are combined with

the corrections of the gauge-boson self-energy insertion, as e.g. in (5.17)).
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o — +
(5;;5“7(%&)/10_3 0.0843967704 + 0.0026086585 i
5;;3,’;2&(%&)/10*3 0.0843967704 + 0.0026086585 i
6%27(%&)/10_3 1.3246636238 — 0.2506548513 1 —4.4427625269 + 0.552219570 1
(5;0’%7(%&)/10_3 0.3190294259 — 0.10467589161 —4.4427625269 + 0.552219570 1
5?52(%@/1073 2.8687295153 — 0.4797272589 1 —4.4427625269 + 0.552219570 1

Table 5.1: Numerical values for gauge-boson—fermion renormalization constants for the input

values of Eq. (5.87) and ag = 0.119.

The numerical values are calculated using the complex-mass scheme and the G, input-
parameter scheme, as described above, using the input values of Eq. and ag = 0.119.
For the PDFs we consistently use the NNPDF2.3 set [132], i.e. the NLO and NNLO QCD~
EW corrections are evaluated using the NNPDF31_nlo_as_0118_ luxqed set [133], which
also includes O(«) corrections. The value of the strong coupling ag(Mz) = 0.118, which
is used in the evaluation of the pp cross section, is dictated by the choice of these PDF
sets. The renormalization and factorization scales are both set to a fixed value given by
the respective gauge-boson mass,

pr = pr = My, (5.89)

with V =W, Z for W and Z production, respectively.

Phase-space cuts

For the experimental identification of the DY process we impose the following transverse
momentum and rapidity cuts on the charged leptons,

pres > 25GeV, lyer| < 2.5, (5.90)

and, in case of the charged-current process, also an additional cut on the missing transverse

energy (see (B.13)) for a definition),
ERss > 25GeV. (5.91)

For the neutral-current process, we require a cut on the invariant mass My, of the lepton
pair,
My =/ (pe, + pe,)? > 50 GeV, (5.92)

in order to avoid the photon pole at My, — 0.

Since there is no photon emission involved in corrections of O(Nyasa), the issue of dressed
leptons and photon recombination is of minor importance for the calculated corrections.
The photon-recombination algorithm used in the calculation of O(as«) corrections to the
neutral-current Drell-Yan process in PA is discussed later in Section
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5.3.2 Corrections to differential distributions

In the following, we present numerical results for corrections to the neutral- and charged-
current Drell-Yan process at the LHC for a centre-of-mass energy of 14 TeV, in particular
corrections of O(Nyasar). In case of W production the observables we consider are the
transverse momentum of the positively charged lepton, the rapidity distribution of the W
boson, and the transverse mass distribution, which is defined as (see also (B.17))

MT,ZV :\/QPT,ZET,miSS(l — COs ¢£1/>~ (593>

For Z/+ production we study the transverse-momentum distribution of the positively
charged lepton, the rapidity distribution of the final-state lepton-system, and the invariant-
mass distribution of the leptons.

For on-shell DY-like W/Z production, in the rest frame of the intermediate on-shell W/Z
bosons the final-state leptons are produced back-to-back with each of them having the
energy My /2. This leads to the well-known Jacobian peak at kr, = My /2 clearly visible
in the black graph in the upper plots of Fig. 5.0 representing the transverse-momentum
distribution of the positively charge lepton for the LO cross section. Apart from the
LO result Fig.[5.6| also shows the sum of the LO distribution and the NLO QCD do,,)
corrections

dgNLOQCD =doro + dO'(as). (594)
Furthermore, the sum of LO, NLO QCD corrections, and O(Nyasar) corrections
doxnto = doro + dO‘(as) -+ dU(Nfasa) (5.95)

is depicted. Due to jet-recoil effects (see Section [B.2 for more information), where the
intermediate W/Z boson recoils against initial-state QCD radiation, corrections to the
transverse-momentum sprectrum can become very large, even larger than the LO contri-
bution itself, which can be seen in Fig.[5.6] In this case, the LO prediction is obviously
not a good approximation for observables that are sensitive to these jet-recoil effects. This
is why we do not only consider relative O(Nyasa) corrections normalized to LO,

dU(N asQ)
§ = — 1% 5.96
P (5.96)

but also a second variant where we normalize to the sum of LO and NLO QCD,

5 — do(n;a.q)

= . 5.97
donLoqep (5.97)

The ratio ¢’ quantifies the size of EW O(N;a) corrections to the cross section corrected
at NLO QCD. As NLO EW corrections are relatively small compared to the NLO QCD
corrections we do not include them in the second normalization version of relative cor-
rections. However, we note in passing that due to final-state photon radiation they still
lead to significant distortions of distributions and shifts therein. They can e.g. be found
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Figure 5.6: In the upper plots we show absolute distributions in the transverse-lepton-momentum
for W production (left) and Z /v production (right), whereas the lower plots show the transverse
invariant-mass distribution for W production (left) and the invariant-mass distribution for Z /vy
production (right).

in [21}29]. In Fig. [5.6] we show the regions of low and high transverse momentum, as well
as the region of low and high My, and My 4, individually. As we do not include longitu-
dinal components of four-momenta in the calculation of the transverse mass , the
W boson can still be on shell for My, < My by having a non-vanishing longitudinal
component in the four-momentum. Therefore, in the charged-current case the absolute
distribution in the low-mass plot is dominated by on-shell W bosons for My, S My.
In the neutral-current case the resonance of the Z boson only shows up for M, ~ Mz,
visible in the lower plots of Fig.[5.6] The same reasoning also applies to the transverse-
momentum distributions (as discussed in detail in Section [B.I]), i.e. as in the case of the
transverse-mass distribution of the W boson, the W/Z boson can still be on shell when
the kr of the positively charged lepton is smaller than My (V = W/Z), and therefore,
this region is dominated by the on-shell W/Z boson. This explains why the upper two
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distribution and the lower one on the left in Fig. [5.0] are still relatively large below the
resonance region, whereas the invariant-mass distribution of the two leptons is large only
in the vicinity of the Z resonance.

In Fig. we show the relative correction 6 of O(Nyasa) to the distributions in the
transverse mass of the final-state leptons v/t (¢ = e, u) for the charged-current process
and in the invariant mass of /T¢~ for the neutral-current process. To get a better under-
standing of the size of individual contributions to the full O(N;asa) and to probe possible
approximations we do not only show the full O(Nasa) (red curves) corrections but also
corrections that include only the first two fermion generations (blue curves), neglecting
the third generation that contains the in our setup massive top and bottom quarks. Fur-
thermore, the corrections induced by reducible diagrams only (green curves) are depicted.
As discussed above, the region My, S My is dominated by the on-shell W boson, and
as the absolute distribution peaks in the resonance region, the size of corrections in the
low-mass plot in the charged-current case for My, S My is fully dictated by the size of
the corrections in the region of on-shell W bosons. The size of corrections in the region of
on-shell W bosons, in turn, can already be estimated from the renormalization constants
given in Tab. 5.l leading to the permille corrections in the low-mass plots.
In regions above the resonances, depicted in the high-mass plots on the r.h.s., the cor-
rections grow up to 2% making them relevant in searches for new physics such as effects
of W' or Z’ bosons. The reducible contributions contribute the bulk of the corrections
in the high-mass region, depicted on the r.h.s. of Fig. in the green curve. However,
it is also important to note that the effect of the irreducible corrections, given by the
difference of the red and the green curves, is not negligible compared to the reducible
corrections. Furthermore, we can clearly see that the contribution of the third fermion
generation including the massive quarks is not suppressed compared to the impact of the
first two generations. Comparing the red and the blue curves we can conclude that neither
setting the masses of the quarks in the third generation to zero nor neglecting the third
generation is a good approximation of the full O(Nyasa) corrections. As can be seen in
the lower plots of Fig. 5.6 the NLO QCD corrections to the (transverse) invariant-mass
distributions are of the order of 10%. Therefore, using the NLO QCD corrections in
the normalization of the relative corrections instead of the LO distribution does not lead
to large changes of the relative corrections. Qualitatively, the relative corrections ¢’ in
Fig. [5.8| therefore show the same behaviour as the relative corrections ¢ normalized to LO.
We note that in the lower right plots of Fig.[5.7 and Fig. [5.8] the tt threshold is visible
at My ~ 2my = 346 GeV in the full O(Nyasar) corrections (red curve) and the reducible
part (green curve).

In Fig.[5.9 we show relative O(Njasa) correction 0 to the transverse-momentum dis-
tribution of the positively charged lepton in the low- (left) and high-kr (right) region.
As we have already discussed above, jet-recoil effects lead to the enhancement of NLO
QCD corrections in the region above the resonance of the W/Z boson. The real initial-
state radiation of a gluon or (anti)quark, the W/Z boson recoils against, is also present in
O(Nyasa) corrections. Therefore, they are also enhanced above the resonance of the W/Z
boson and grow up to 15%. As the real radiation is only present in the reducible but not
in the irreducible O(N asor) corrections, the reducible corrections completely dominate in
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Figure 5.7: Relative O(Nyasa) corrections 0 (normalized to the LO cross section) to distributions
in the transverse invariant mass of the W bosons (upper plots) and in the invariant mass of the Z
boson (lower plots), where the complete O(Nyasa) corrections are compared to the contribution
originating from reducible graphs and to the contribution delivered by the first two fermion
generations.

contrast to the situation already observed in the (transverse) invariant mass spectra. In
Fig. we show the corrections ¢’ to the transverse-momentum distributions normalized
to the NLO QCD correction. In these distributions we find the expected size of O(as«)
corrections as the enhancing recoil effects are now present not only in the numerator but
also in the denominator of the relative correction and therefore cancel out.

The fact that the corrections ¢’ reach several percent on the resonance at kry ~ My /2 is
in fact induced by the choice of normalization. As can be seen in Fig. the NLO QCD
corrections do(,,) are large and negative in the vicinity of the resonance in the chosen
setup leading to a local minimum of the denominator donpoqgep in and therefore
enhancing ¢’ in this region.

Figure shows the relative correction d of O(Nyasa) to the rapidity distribution of

105



Chapter 5. QCDxelectroweak O(Nyosa) corrections to single-W/Z production

2 2.5 —
o' % . Wt o
[0]15 - pp = W — vt +X | 9Tl pp_>l4T3W +
Vs =14TeV 2 L Vs =14Te |
1 r i
1.5 -
0.5
0 =" . 1 -
R O(Nja0) —— | 05
FOsQ 5
O(Nyas
-1t reducible ———— i (Nyasa)
reducible
1st+2nd gen. ——— o [ |
—L5¢ E 1st+2nd gen.
-2 05
60 70 80 90 100 110 120 100 200 300 400 500 600 700 800 900 1000
My ,0[GeV] Mr ,0[GeV]
2 2.5
0%
| O]1 51 pp = Z/y = 0T +X |, ] |
Vs = 14TeV
1.5
1 r i
1 =
0.5

0.5 pp = Z/y = (T +X
0 . V5 = 14TeV
—0.5
O(Nyasar) -0.5 o ) 7
s

-1+ reducible J Y

-1 reducible b
1st+2nd gen.
_15k i sl 1st+2nd gen. =—— |
-2 -2
60 70 80 90 100 110 120 100 200 300 400 500 600 700 800 900 1000
My[GeV] My [GeV]

Figure 5.8: Relative O(Nyaga) corrections ¢’ (normalized to the NLO QCD cross section) to
distributions in the transverse invariant mass of the W bosons (upper plots) and in the invariant
mass of the Z boson (lower plots), where the complete O(Nyasa) corrections are compared to
the contribution originating from reducible graphs and to the contribution delivered by the first
two fermion generations.

the final-state leptons v,¢* in the charged-current process and 7/~ in the neutral-current
process. Equation (5.10) in the beginning of this chapter led us to the conclusion that
corrections to rapidity distributions are dominated by the size of the corrections in the
resonance region. As discussed above, O(Nyasor) corrections are at the permille level in
the vicinity of the resonance setting also the size of corrections to rapidity distributions
to this magnitude, which is clearly visible in Fig. [5.11
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Figure 5.9: Relative O(Nfasa) corrections § (normalized to the LO cross section) to transverse-
momentum distributions for W-boson (upper plots) and Z-boson production (lower plots), again
with a comparison of full O(Njasa) corrections to its reducible parts and to the contribution of
the first two fermion generations.
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contribution of the first two fermion generations.
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O(Nyasa) corrections are compared to the contribution originating from reducible graphs and
to the contribution delivered by the first two fermion generations.
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Chapter 0

QCD X electroweak corrections to single-
Z production in pole approximation

In this section we describe the calculation of O(asar) corrections to the neutral-current
Drell-Yan process in pole approximation (PA). We start by introducing the pole scheme
for processes with a single resonance and use this as the starting point for the definition
of the PA. The PA for the DY-like Z production is obtained by neglecting non-resonant
parts and taking into account only the leading term of amplitudes in the expansion around
the resonance of the Z boson. The neglect of non-resonant terms leads to an intrinsic
uncertainty of the PA given by the width of the Z boson over its mass. The NLO contri-
butions are therefore calculated without any approximation as the intrinsic uncertainty
of the PA at NLO is of the same order as O(T'z/Mz) - O(a) = O(a?), which is roughly
of the order of the NNLO corrections we are going to calculate (ignoring that ay is larger
than « for this estimate).

The application of the PA to corrections of O(asa) to DY-like Z production gives rise
to separately gauge-invariant building blocks, which are discussed in Section 6.2l Cor-
rections of “initial-initial” (II) type—i.e. corrections of O(asa) with both a QCD and a
EW correction to the production of the Z boson—are the last missing piece to complete
the calculation of O(aga) corrections to DY-like Z boson production in PA presented
in ; their calculation is discussed in Sect. . The results of this chapter are going
to be published in [134].

6.1 Pole approximation for DY processes

We start with the observation that we can schematically write the transition amplitude
for a process with a single resonance in the following form,

W(p?)
Py — Mg+ X(py)

M= +N(py), (6.1)

where instability effects of the massive gauge boson V' are included using the Dyson-
summed propagator (2.97). The function W (p#) describes resonant, and N (p$) non-
resonant parts that arise, e.g., by the connection of the initial and final state only by a
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photon, i.e. V' = . Using the gauge-invariant location of the propagator pole ,, 135
given in (2.100]) as the expansion point to rewrite the denominator,

ph- ME4SEE) = 0% — ) (1+208) + 0 (0} - kd)?),  (62)

one can isolate the resonant part of the amplitude in the following way [55//56}/60],

_ W) 1 W(p) W (1) 1 N2
M= —— At |~ 57— 5| T NO)
Py — My 14X (py) pv — My +X(py) Py~ By 14 3(u) WPA
N ~ ) — _  neglected in
“factorizable” “non-factorizable”

(6.3)

The last equation defines the so-called pole scheme which has been applied to e.g. Z
production in [29]. The PA [77,[136][137] is obtained from the pole scheme by neglecting
the non-resonant parts N(p?), and performing an expansion in p?. around pi = p? of
the term in the square brackets and keeping only the leading term of the expansion.
The first term on the r.h.s. defines the so-called factorizable corrections which include
the corrections to on-shell production and decay of the boson V' connected by an off-
shell propagator. The resonant contributions originating from the second term on the
r.h.s. define the non-factorizable corrections which include contributions where the on-
shell production and decay of the vector boson V' is connected by a soft photon in addition
to the connection by the vector boson V itself. It can be shown by power counting
that the combination of an on-shell V' boson and a soft photon results in a single pole,
i.e. a resonance enhancement. Therefore, these contributions have to be included in a
resonance expansion.

Note that if we use the real OS renormalization scheme the derivative of the renormalized
self-energy evaluated at M is purely imaginary, and therefore the relevant part of the
correction factor for the residue reduces to 1. To see this we first expand the correction
factor for the residue

1 1 r
- = — :1+10(—V), (6.4)
1+ (p3) 1+ Y(MY) +O (MyTy - a) My
N—_——
znm(ﬁi(p%‘ﬂma):O(Fv/Mv)

where we used that the renormalized self-energy f](pZ) scales as iMy Ty for p? ~ MZ and
that dipz scales as ML‘Q/ to obtain the right-hand side of (6.4). Further, we note that the

contribution of to the squared amplitude is obtained by interfering M with the LO
amplitude and afterwards taking the real part which eliminates the imaginary part on
the right-hand side of . Therefore, the relevant part of the correction factor for the
residue to obtain the contribution to the squared amplitude is just 1.

For corrections of O(ayar) in the resonance region, the replacement of the complex masses
©2, by MZ in the numerator of the factorizable part in (6.3)) also leads to an error of the
same size as the intrinsic uncertainty O(asa/7? x Ty /My) of the PA. Therefore, we can
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avoid the evaluation with complex masses and replace them by their real part. This result
can be obtained with a similar expansion as in

M) = M(M) + (i — My )M (M) + O((1 — My)?)
= M(M7) (1 +ily My M (My) +0 ( L > >

M(ME) T\ M
—_———
—0(1/M2)
r
= MOR)+0 (3] OMOR)
V/) ~——
—o(=8)
Qs r
= M(M2) + o(? x FVV) (6.5)

The on-shell evaluation of the numerator is accomplished by the application of an on-shell
projection of the kinematics. The definition of the projection involves some freedom and
the difference of results obtained from different projections is again of the order of the
intrinsic uncertainty of the PA at the respective order in perturbation theory if the PA is
only applied to the “highest” perturbative order considered in the calculation.

6.2 Survey of O(asa) corrections to single-Z produc-
tion in pole approximation

The application of the PA to neutral-current Drell-Yan processes [21}[55.[56}[77]86] 139

allows the identification and classification of corrections to DY processes into separately
gauge-invariant parts that are enhanced in the vicinity of the resonance of the interme-
diate Z boson. At NLO different versions of the PA have been compared to full NLO
calculations. For kinematic distributions dominated by the resonance region agreement
was found at the permil level between the PA and the full calculations in the resonance
region [21}[55//86}[140]. In the context of O(as) corrections the PA has been first applied
in where the classification of the corrections into four different parts has been worked
out. In , it has been shown that the factorizable corrections of type “final-final”
and in particular corrections of type “initial-final™—i.e. corrections of O(asar) where either
both QCD and EW corrections are combined in the Z-boson decay, or the QCD correc-
tions are contained in the production and the EW corrections in the Z-boson decay—are
numerically dominant compared to the phenomenologically negligible non-factorizable
corrections where production and decay of the intermediate Z boson are linked by a soft
photon. The four types of corrections can be further classified into double-real, real-
virtual, and double-virtual corrections. We show the separation of corrections into the
four types in the case of double-virtual corrections in Fig. [6.1]

The expansion of the full NNLO O(asa) correction around the resonance pole at p% ~ M2
leads to the following four types of corrections:

e The factorizable initial-initial O(asa) corrections to on-shell Z production receive
contributions from genuine two-loop O(asa) diagrams, from one-loop real-virtual
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and tree-level double-real diagrams. In order to stay closer to a calculation without
any approximations we split the factorizable initial-initial O(asq) corrections into
the separately gauge-invariant QCD xweak O(asay,) and QCD xphotonic (’)(Qf]ozs—
Qphot) corrections and calculate the QCD xphotonic part without on-shell approxi-
mation for the Z boson whereas in case of the QCD xweak O(asay,) corrections we
have to use the PA in order to preserve gauge invariance. The calculation of these
corrections of type initial-initial completes the effort , of calculating the full
set of O(asar) corrections to Z boson production in PA.

e Factorizable initial-final O(asar) corrections are given by contributions that include
the O(as) correction to Z production combined with the O(«) correction to the
leptonic Z decay. It has been shown in that this class of corrections captures
the dominant effects of O(asa) corrections in PA due to the large corrections of
real final-state photon radiation.

e The factorizable final-final corrections include only O(asa) counterterm contribu-
tions to the lepton—Z-vertices and contain no contributions from real radiation dia-
grams. In [56] an explicit calculation of these corrections showed that their impact
on distributions is phenomenologically negligible.

e Non-factorizable corrections include QCD O(as) corrections to the Z-boson produc-
tion, combined with a soft-photon exchange between the initial-state quarks and the
final-state leptons. Individually the real and virtual non-factorizable corrections for
different partonic channels lead to sizeable corrections to the (transverse) invariant
mass and transverse-momentum spectra of the intermediate W/Z boson. However,
due to cancellation between real and virtual corrections the numerical impact of
these corrections is of the sub-permil level and is therefore of no relevance for
phenomenology.

The details of our calculation of the corrections of type “initial-initial” are presented in
the next section, where the calculation of “initial-final” and “final-final” type corrections
is discussed in [56].

We only apply the PA to weakx QCD O(as) initial-initial corrections and in particular
not at LO, as the application of the PA at LO would lead to an uncertainty O(I'y /My ) =
O(«) which is larger than the typical order of the NNLO corrections we are interested
in. Also NLO corrections are calculated without the application of the PA. The details of
the OS mappings that have to be applied to the kinematics in the PA are discussed when
they become first relevant below. In contrast to the weak x QCD initial-initial corrections,
which are gauge-invariant only when applying a PA, the photonicx QCD O(as«) initial-
initial corrections are gauge invariant even without a PA as they are proportional to the
charge factors ), @), of the initial state quarks, and we choose to evaluate them without
on-shell approximation for the Z boson to stay closer to the full calculation of the O(asa)
corrections.
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(¢) Factorizable final-final corrections

(d) Non-factorizable corrections

Figure 6.1: The four different contributions to the mixed QCDxEW corrections in PA, where
simple circles represent tree structures, double circles one-loop corrections, and triple circles two-
loop contributions. The pictures have been taken from .

6.3 Calculation of the factorizable initial-initial correc-
tions

In this section we describe the calculation of the factorizable initial-initial corrections of
O(as) in detail. A pictorial representation of these corrections is shown in Fig.[6.2] As
described in the last section we separate the full O(asa) “initial-initial” corrections into
QCD xphotonic O(Qzasay,) and QCD xweak O(agan,) corrections. In order to stay closer
to the full calculation of the O(asa) corrections we apply the PA only to the QCD xweak
O(asay,) part. The IR pole structure of QCD xweak initial-initial corrections is of one-
loop complexity, so that one-loop subtraction schemes are sufficient to handle the IR poles.
Concerning the double-real O (ansap) initial-initial corrections there are two potentially
unresolved particles in the final state demanding a proper two-loop subtraction scheme and
we applied antenna subtraction. In order to construct antenna subtraction functions at
O(Q?asay) one can use the subleading colour parts of the known O(a?) antenna functions
for the initial-final and initial-initial [109;[112] cases. Apart from the subtraction
terms obtained in this way we also discuss the calculation of the amplitudes relevant for
(’)(Qf]asap) initial-initial corrections in the following sections. In Section [6.4] we present
the corresponding numerical results.

6.3.1 Double-virtual corrections

Here we describe the calculation of the double-virtual QCDxweak O(aga,) and the
QCD xphot O(ansap) initial-initial corrections to the squared ¢g — ¢¢ matrix element,
where the starting point of our calculation of the O(agay,) corrections is the two-loop
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(b) Real-virtual O(Q2asay,) initial-initial (first line) and factorizable O(agay) initial-initial (second line)
interference diagrams

(¢) Double-virtual O(Q2asay,) initial-initial and factorizable O(asay) initial-initial diagrams

Figure 6.2: Various contributions to the gauge-invariant set of O(ansap) and the factorizable
initial-initial O(agay,) corrections, where V.V’ = Z ~. Double circles indicate one-loop correc-
tions, simple circles indicate relevant tree structures, and simple circles with a “4” (“¢”) inside
represent all possible connected tree-level diagrams of the process ¢.qs — Gaga + V with an
intermediate photon (gluon). An additional particle attached to a “one-loop blob”, as e.g. in
Fig. means that the particle has to be inserted into the corresponding one-loop diagram in

all possible ways.
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formfactor for light quarks,

; (14% 1= 2
(") = e, ( L) + — Fquq(qQ)) ' (6.6)

The unrenormalized reducible (red) part of O(ayas) contribution to the formfactor is
defined as the product of the known one-loop QCD and weak corrections to the form
factor,

Five (a°) = 537 (d®) 7 (), (6.7)
where the expressions for the NLO weak correction factor can be found, e.g., in , and
5\Z,gq(q2) is defined in (5.19). We define the unrenormalized irreducible (irred) contribution

as the difference between the full O(ayay) formfactor and the reducible contribution,
Zqq,irred Zq Zqq,red
Fvsq@?vwfr(QQ) = Fvs(ng,r(qQ) - Fvsqévevv,7<q2)v (6.8)

which can be written in terms of two auxiliary functions ¢, and ¢na,

Zqq,irred Qs O
Fyivam(@’) = FEEQ% dalq®/m3),
Zqq,irred Qs O gr 13
Foiavarl %) = iy (g%gbA(qz/mZZ) + §¢A(q2/m%‘/) + CW§¢NA<Q2/W%V)> ;
(6.9)
where Os., 3 —Qs2
JrR = —— g = ———— (6.10)
Cw CwSw

Results for the two formfactor functions ¢ and ¢na can be found in Ref. [141]. To
evaluate the two functions ¢ and ¢na numerically we use the Fortran library handyG
142].

The irreducible part of the O(asay,) formfactor Fé‘g’\ifi‘j‘f is UV- and IR-finite and is not
affected by the choice of a specific renormalization scheme. Therefore, in order to obtain
the renormalized form factor for massless quarks F\Z'ngﬁ it is sufficient to add the Z-
boson—fermion vertex counterterm to the unrenormalized weak formfactor in the reducible
part of the full O(asay,) formfactor,

AT 2 FZqq,irred ;2 Z4q(, 2\ ( Zaa (.2 t,7

FVqu%VW,T<q ) = FVsq(g\lft(?T (q ) + 5Vsqq(q )(Fvg?r@ ) + 50szq,weak)7 (611)
where we indicate renormalized quantities by the superscript =~ and the explicit form of

the one-loop vertex counterterms in the on-shell scheme can be found in Eq. (A.44) of
Ref. . Note that 5\2,:” as defined in (5.19) is a UV-finite quantity and all remaining di-

. 76 . A VA L. .

vergences in 0y’ are of IR origin, i.e. 0y* = 0y*. This is because the quark wave-function
renormalization constant 5Z§as) vanishes for massless quarks (52(5%) is determined from
a scaleless integral and therefore vanishes in dimensional regularization) and no other

. } 74
renormalization constants contribute to (5qu.
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The O(ayas) correction to the squared ¢ — ¢ amplitude is obtained from the interfer-
ence between the genuine two-loop O(ay, ) matrix element and the LO matrix element

_ — —\ ¥
qq—Le o qq—l qq—Ll
MVS®VW,H,PA = QRG{M <@V, I[,PA MLO,Z

+ 2Re{ MY, (M) (6.12)
Gg—C A
+ome{ME" (MIBY) "}
where the second line also includes the contribution from the interference of two one-loop
matrix elements, one with a O(as) and the other with O(ay,) initial-state correction. The
third line includes the vertex counterterm that receives contributions from genuine two-
loop O(Nyasa) corrections which we obtain from (5.16]) by neglecting the counterterm
contributions to the Z-lepton vertex (which are part of the final-final contribution) to
obtain the initial-initial part. The formfactors relevant for the calculation of the weak
one-loop vertex corrections can be found in Appendix C of [143] or in [29]. In PA, the
individual matrix elements in the last equation are obtained by inserting the respective
on-shell form factor, F"%(¢? = M%), into
o FZ9(M3)Cy,
qq—el 62 1, q2 ZH2 Zly L2 AUT’ i = LO,VS,VW,VS ® VW (613)
— Mz

i,07,PA
where p% is the gauge-invariant location of the propagator pole, the LO formfactor, Cliey
is given in (5.6, and
A:I::t = 2u, A:I::F = 2t. (614)

The evaluation of the amplitudes present in Eq. with on-shell formfactors ensures
the gauge invariance of O(a 0y, ) initial-initial corrections. In principle, products of weak
and QCD one-loop corrections contained in require the evaluation of the weak
one-loop factor to order O(e?) to catch all finite terms. However, after the combination
with integrated antenna subtraction terms, which are discussed in the next section for the
double-virtual case, the additional finite terms, produced in the combination of the higher-
order e-terms of the weak correction with the poles of the one-loop QCD correction, drop
out. This is because in the relevant terms in both the subtraction term and there is
a weak one-loop correction factor, which can be factored out when combining with
the corresponding integrated antenna subtraction term. The weak one-loop correction,
after factoring it out, is multiplied with the sum of the one-loop QCD correction factor
5\2,5" and a integrated antenna, which is free of IR poles.

The O(ansap) initial-initial corrections form a gauge-invariant subset of the full class
of O(aays) corrections. Therefore, we calculate them for off-shell Z-boson production not
applying the PA. As for the double-virtual O(ayas) corrections the double-virtual QCD x
photonic corrections contribute to the squared amplitude via an interference between two
one-loop amplitudes with initial state corrections and the interference of the genuine two-

100p O(aphet@is) initial-initial correction to the ¢g — ¢¢ amplitude and the LO amplitude,
Gg—00 Gg—00 g—07 \*
M\qu®vphot711 - ZRe{Mglqs(@VphotuII (Mi%vz/7> } (6 15)
_ AN :
+ 2Ref MY (M)
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The O(asay,) correction has been calculated a long time ago and can be factorized off
from the LO amplitude

qg—tl Zqq,[2x0] qg—00
MY oV ppor ] = V&V MLO, 2/ (6.16)

qq—>£€ qG—0l Zqq,[1x1] qG—00
M <M photv ) 6Vs®vphotMLO,Z/’y' (617)

The explicit expressions for the factorized correction factors can be extracted from the
subleading colour contribution of the O(a?) correction to the ¢gg — ¢¢ amplitude ||
using the method presented in Section B.1.1l We obtain

2 2€ 2
ZGq,[2%0) s o 1 3 1 /41 13«
st =aieny e (1) [@+4_63+e_2 6 2
1 /221 3x% 8 1151 47572 29 59q
€ ( <3) ( 61 96 4% o8 ) +0()

2 2e 9
Z3q,[1x1 ozas 1 3 1 /41 =«
5211 () —2Q2Cr 25 2 ( S) E. (1_6_%>
1 ™™ 7 4172 Tn
7 C o
+ € ( 8 6<3) T ( 96 480) + (6)

where C, = (4m)e™.

32 2 3

I

Y

(6.18)

6.3.1.1 Double-virtual antenna subtraction terms

We now present the subtraction terms needed to cancel the explicit IR poles in the double-
virtual contribution. The double-virtual QCD xphotonic corrections in contain
overlapping IR singularities of the virtual photon and gluon leading to poles in € up to
order four. NLO subtraction schemes therefore fail to cancel the singularities in these
contributions enforcing the use of a NNLO scheme, where our method of choice is the
NNLO antenna subtraction scheme. In Section .5.3] we presented the subtraction func-
tions relevant for the double-virtual term,

dz, dz

> _bd%({pi}?:ﬁ ZaPas prb)

~U,ii,qq : :
donio =—2Cr NC,quJ‘V/LO /
X [‘72(’2(2“’2'”2%{/‘4%‘1:5? (Mi551.) )

2 o
29uNT0 [ 70) 6 Y] (o ) ML
2 Qq

9 NLO ~72 u( Za; 2) ’M%(IO?ZZ%’Z] Jz(z)(phpz)

!Note that the coefficient of the e~! contribution to J\Z,fé’\[}piig in \\ differs from our result by a sign
change of the term proportional to (3.
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-+ (‘/S < Vphot)7 (619)

where we have suppressed the arguments z,p., zopp, p1, p2 of the appearing matrix ele-
ments and the NLO factors have been defined in Section Due to symmetries of the
amplitudes and prefactors in the last equation, the exchange of factors resulting from the
virtual QCD and factors originating from the virtual photonic correction, indicated in the
last line, basically only leads to an additional factor of two on the r.h.s. in the very first
line of the last equation. The genuine two-loop antenna string is given by

+ 5GF§§)(zb) + 5bf((1?1)(2a) — [.Ag qq & quq] s
(6.20)

4qq 4qq

where the relevant mass factorization kernels Fé can be found in Appendix A of
The gg-channel has no double-virtual contribution to the amplitude but instead receives
only contributions from subtraction terms that are introduced in the double-real and
real-virtual part. The subtraction term in this case is therefore IR finite on its own and
reads

dz, dz

. —bd%({pi}?:l; ZaDas Z6Pb)

AU’L’L7qg —
do ONNLO — —2Cp ngNNLO/

phot I

‘72 zz7g%q(za7 Zb) 2 Re {qu_ﬂé <Miqo_,>§§7) }

2 o
Qq > NLO [JQ(Z) ® jQ(B g_ﬂl] (24, 2) |M%%_,>ZZ§W|2

2Qq

2 NLO *72(31) 9—>(I<Za7 Zb) ’Mi%—,)éivpl (2)(1917]?2) (621>

where

C ,q9 ‘72(32 gﬁq(fzaa ) NC,qg{AZL a9 + 'A + 5a59%qft(fq) (Z ) [AS qq ® AS qg]

3,99
1
— [0uTD() © (A + 50yl ()] . (6:22)
As in the gg-channel also the gg-channel receives only contributions from integrated sub-
traction terms

Ui dz, dz
Ao081 = — 4 Cp Qu No N, / :

~, d®:({pi}iss zape: 21) (6.23)

Za

x [(cz,qq<za, %) + T2 (2) ) LMIS (a2, 1, ) + (a4 b)] T (01, 2).

Due to the non-vanishing mass of the weak gauge bosons the IR pole structure of weak x
QCD double-virtual contributions to the matrix element are only of NLO complexity
leading to simpler subtraction terms compared to the case involving photons and gluons.
Using NLO antennae the subtraction term for the ¢¢ induced channel reads

~Uit,qq < dza de
do ONNLO sy _NC,quNLO/

—d@g({pi}le; ZaPas 26Pb)

ll
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_ 7 _ 7\ * 2
X ‘72(,113(%7 2p) 2Re{ glqw_,fﬁ’A ( %%_,)g) } ‘]2( )(pbpz)- (6.24)
The subtraction term for the gg-channel is given by

dz, dz
Z—:dq)g({pi}?zl; ZaDas> Z6Db)

Al]7l'/L'7q.g I (3 \%4
doNNLO oeaw  YVCag NNLO/ >
a

X T 20 Re{ MU, (MIGE) F I 1) (6.25)

6.3.1.2 Convolutions of integrated three-parton antennae

The convolution of integrated antenna strings relevant for the construction of the double-
virtual subtraction term d&gﬁo in are (to our best knowledge) only partially
available in the literature . In particular, the convolution of the qqb- and qg-antenna
strings presented in the subtraction terms in the last section

(T © Tyil) (5,55 20, 2) = / dayday dysdys Ty, (5,01, 22) Tyl (s 91, 92)
X 0(2q — 21Y1)0 (25 — T2Ya), (6.26)

are not publicly available and we discuss their calculation in the following. Similar ex-
pression for [‘72(2 ® ‘72(2’9%(1} (s,8; za, 25) are also relevant, where the antenna strings
are defined in (4.83). It is important to note that the contributions given by the con-
volution of integrated three-parton antennae of the form [XY ® XY (s, s'; 21, 22) ,with
x) = A% AV actually drop out in the sum of d&gi\%o and d&g’l\%o in (6.19) and

q99,9° ¥ "q9,97
(6.21)). Therefore, it is not necessary to calculate these terms, which drastically simplifies
the calculation. The remaining contributions to (6.26) that have to be calculated are
convolutions of integrated antennae and mass-factorization kernels or convolutions of two

mass-factorization kernels,

[ng') ® X30j| 1(s; 21,29) = /d:cl dy; F,(Cli)(xl) XD (s,y1,2)0(21 — 2101) (6.27)
[F,(;) ® XSL(S; 21,29) = /dxz dys F,gli)(xg) X3 (5521, 12)0(22 — Tays) (6.28)

My o] (21, 22) = / day dya T (20) T (92)3 (21 — 2192)3(1 = 22) , (6.29)
[0 @ T3], (21, 2) = / dary dys T (20) T (12)8 (22 — 222)0(1 — 21). (6.30)
Note that the last contribution has the symmetry
[F,S) ® Fl(il)]Q(zl, 29) = [F,S) ® Fl(il)h(zg, 21) . (6.31)
In App. [E] we give explicit results for the relevant convolutions. In the calculation of

the results presented in App. [] we use that the convolutions of mass-factorization ker-
nels and integrated antennae can be reduced to convolutions of simple functions, functions
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combined with plus distributions, and convolutions involving only plus distributions. Con-
volutions that only involve plus distributions

D, @Dy (2) = / dz dy (ml(lf;x)x (@L 502 — zy) (6.32)

can be reduced to harmonic polylogarithms [144] (see App.[A.q] for a definition) and

read [[11)115)

Do@Dil(:) = Gl —2)+2Dy(2) ~ S (6.33)
D1 @Dyl (2) = GO(1—2)— Do) + ;Dz(z) + H(l(),_lj;) + H(ll;O;Z) , (6.34)
9H(1,0,1,2) 2H(1,1,0,2)
— T — 1 \ (6.35)
Dy @Dy (2) — —95(1 —2) 4 26D (2) — 26D1 (2) + Ds(2) — 12532 _ H(Ol’ L 2 2)
2H(0,1,1,z) OH(1,0,1,2) 2H(1,1,0,2)
11—z B 1—z B 1—z ' (6.36)

Analytic results of convolutions of functions f(z,y) and h(z,y) can be obtained using

1
f @ h] (24, %) = / daidas dyrdys f(21, 22) h(y1, y2)0(2e — 2131)0 (2 — T2y2),

/ dxl/ dl‘gf Il,ZL’Q (Za ;I;) (637)

Similarly, convolutions of a function g(z) and a plus distribution can be obtained by using

Pawgl)= | Ll =) [19 (2)- g(zﬂ p IS =) g

11—z T T n+1

In App. [E] we prove (6.37)) and (6.38) explicitly.

6.3.2 Real—virtual corrections

The factorizable real-virtual initial-initial O(asor) corrections receive contributions from
various partonic channels of Z+jet production,

Ga(Pa) + @(pe) — Z(pz) + g(ky), (6.39)
Ga(Pa) + @(pv) = Z(pz) + 7(ky), (6.40)
9(pg) + a(po) = Z(pz) + da(ka), (6.41)
9(pg) + Ga(Pa) = Z(pz) + @s(ks), (6.42)
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and can be split into three different types of interference diagrams. The first type is given
by a interference of diagrams where one diagram contains a virtual photonic and a real
QCD correction to Z production. The second contribution is given by the interference of
a virtual weak and a real QCD correction, and the last type is obtained by a virtual QCD
combined with a photonic real correction as shown in Fig.[6.2b] As described before, the
corrections including real or virtual photonic corrections are calculated without on-shell
approximation of the Z boson including also off-shell photon production whereas for the
part with a virtual weak correction the PA is needed. The corresponding amplitude for
the quark-induced channels including a virtual weak and real QCD correction is given by

qaqy—92 Z—12:
M%%—%ME,PA o MVw?@Rs,PA()\Z) MO,PAI Q(AZ) 6.43
Vw®Rs,Z,prodxprod — § : 2 2 : ( : )
o Pz — Hz

The one-loop matrix elements needed for the calculation of the real-virtual corrections
were generated using FEYNARTS [146,/147], calculated with FORMCALC |148] and Collier

[149-152], and modified to match the right-hand side of Eq. (6.43).

In detail we apply the following procedure to obtain OS kinematics in the production
matrix element M%ﬁj‘é}fi—, A (Az) of the Z boson. We start with a rescaling of all external

momenta
N My
Di Pi = Di )
V2pepz

where, due to the simple structure of the mapping, we preserve on-shellness of all (lightlike)
momenta and momentum conservation, and achieve

i=a,bl/g, (6.44)

Py = 2pup = M. (6.45)

In (6.13]) we fixed the PA for 2 — 2 processes by inserting the on-shell form factors for

a given correction and keeping the Dirac structures A,, off-shell. As the functions A,

scale under ([6.44]) like

(6.46)

the choice for the OS projection described in ([6.13)) for 2 — 2 processes can be schemati-
cally summarized in the following way,

(M52 (0 — 117)] piopi 2 PePi
Py = 1 M;

M 24 (Pas Pos p2s D7) = (6.47)

The last factor on the r.h.sis used to compensate the scaling behaviour of the A,, in
(6.46). The double-virtual corrections involve implicit IR singularities which have to
be cancelled by subtraction terms that include 2 — 2 amplitudes as well. Therefore, the
choice we made in ((6.47)) concering the OS mapping also determines the scaling of double-
virtual subtraction terms for the QCD xweak corrections. These subtraction terms, how-
ever, are the integrated counterparts of the real-virtual subtraction terms. Therefore, to
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have a consistent calculation we need to make sure that the OS mapping applied in the
real-virtual subtraction terms is in line with the mapping in the integrated subtraction
terms, which are part of the double-virtual correction and are fixed by . This can
be used to fix the PA of the real-virtual contribution to the squared matrix element. We
start with an ansatz for the PA, which is schematically of the form

[M2ZH3 - (p7 — MZZ)} 2 . 2pei\ "
M3

Py — 1%
= |V, P P B ) (—

Pi—Di

| M4 (Pas Pos s P D) P =

(6.48)

where the exponent n has to be fixed by the comparison to the real-virtual subtrac-
tion term, whose PA is already fixed by the double virtual subtraction terms for the
QCDxweak corrections, as argued before. The real-virtual subtraction terms for the
QCDxweak correction in PA are given by the product of a three-parton antenna and a
reduced squared matrix element in PA, which can be schematically written as (c.f. ([1.70))

Ag(paapgapb) |MQZ,_f>i(Iapa, $bpb,]5£,1512)|2

252 (2 2 2 -
Aoz (MZ2 0% =12, | (2pepg)2
e Py — 1 M

2
MZ - 0% = 1)) | 20
Py — 1 M3

[ J/
-~

= Ag(ﬁaaﬁgaﬁb) (649)

where we have used the explicit scaling behaviour of the three-parton antenna [84] in the
last line to absorb a factor of 2 p,p;/ M2 into the antenna function. The exponent n in
(6.48) can now be determined to be n = 1 by comparing ((6.49) to @D, keeping in mind
that implicit IR divergences in have to cancel the ones in (]@D

The procedure to obtain OS kinematics in the 2 — 3 contributions can be summarized as

follows
Taqp—L1lo 22
Gaqy—0102,PA o [MVW®RS7Zpr0dXPr0d (Pz “Z)} ‘pi—mi 2 pepi (6.50)
Vw®Rs,Z,prodxprod ~— 2 2 ) 2 :
Pz — Kz Mz

Note that the choice we made for the OS projection is not unique and different choices
are possible, e.g. we could have chosen to keep also the Dirac structures in on-shell.
Different versions for the OS projection lead to results that differ at the order of the
intrinsic uncertainty of the PA in the vicinity of the Z resonance. The guiding principle
that we used to construct the on-shell projection was self-consistency, i.e. once we fixed
the OS projection for 2 — 2 processes we were able to determine also the OS projection of
all 2 — 3 processes that enter our calculation. In principle, it is possible to deviate from
this strategy and choose an OS projection where the projections applied to the 2 — 2
and 2 — 3 contributions are not related by self-consistency arguments. Even though such
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choices lead to results that differ from our strategy at the order of the intrinsic uncertainty
in the vicinity of the resonance of the Z boson, it is important to note that a procedure
that does not apply OS projections to 2 — 2 and 2 — 3 contributions in a consistent
way might lead to large artificial effects in the off-shell region of distributions (such as the
invariant-mass distribution of the Z boson).

6.3.2.1 Real-virtual antenna subtraction terms

We now present the real-virtual subtraction terms for both the QCD xweak and QCD x
photonic corrections, where the former involve only NLO complexity as already discussed
when constructing the double-virtual subtraction terms. The real-virtual antenna sub-
traction term for the ¢g-induced channel in the QCD xphotonic case reads

T, . dz, dz o
o —Nc,qq/z—z—b d®3({pi}i_1; Pa: Pb) (6.51)

a

ew 1 G—0,
~2Qu N0 T3 (su) | MU/ (@51 01,2, p0)

+2Cr N0 A3 (P, ps, o) (2Re{wfp;iﬂ (Mi577,) F(A®sbio) .0,

_2Qq Rew jgu ab ’Mi%—féiy({@?)}u) ) (p17p2)

+4CrQ, NLONR‘”< 3(Pas D3, Db)02, 62,

+ (T3 (sw) = T (s)) A2<pa,p3,pb>) M (@3] 72 p2>]

+ (Rs — Rphot7 Vphot — ‘/s>a

where the real emission amplitude is given in and we used 0,, = §(1 — z;). We also
introduced the shorthand notation {®,} = {pa, ps, {P:i}i1}, {E)n}” = {Da, Do, {Pi 171},
where the subscript in the second set of momenta indicates the applied initial-initial
phase-space mapping

Da = ZaPa, Db = ZbDbs Sab = (pa +pb)2a ﬁz - A((L Q)pza 1= 1a 27
Pa = TaZaPa; Db = TpZpPy, sap = (Do + Db)°. (6.52)
The Lorentz transformation \(q, §) is given in (4.35]). Similarly, the cancellation of implicit

and explicit divergences in the real-virtual correction to the squared matrix element for
the gg-channel can be cancelled by the subtraction term

T . dz, dz o
doyaiss = C,qg/z_z_b d®s({p:}i_1; Da» Dv) (6.53)
ew 1), 20,
[_ 2Qq J‘\?LO Jz(,u? gﬁq(sab) ’ %1—;/3 ({‘I):%})‘ (p17p27p3)
=20, Mo T4 (sas) | M1 ({%})\ D (p1, pa, ps)
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—2CF NNLO 3 g%q(pa,pb, p3) (QRG{MKJZ?KI <M§;ZZ€W> } ({‘53}1'@')5%5%

QQQ J}\?}% 222 ab ‘M%qo_}% ({CDS}M) ) (p17p2)
—4Cr Qu N5 o N JM M(saw AS(Pas p3, Do)
o
x | m iqo%({%}u)

Rew — =
—4CF Qq NLO NNLO < 3,94 (pmpbu p3)6za5zb

<p17 pz)

(T80 5) = TEs)) AL )

< M (@3 | S

(pl, p2)]

The subtraction terms for the weak x QCD real-virtual corrections read

Aot =2C 1 Ne N o ds({pi}y: pa, py) (6.54)

g0l a—00\ " /= ~ 2~
X A (pay ps, 7o) 2Re{ MUy (MIGE) " b1, s wapas ) I8 (5, o),
and

dAl%ll\IZng =2CF NC,qul\]I%LO d®s({pi}iz1; Pas Pb) (6.55)

G0l =00\ " /1~ =~ N~ ~
X AS 1) saq (D35 Pas b) 2Re{MqVqﬁ,pA (M‘ﬁqofz ) }(pl,pz; TaDa> ToDo) I (Br, o).

In line with and the pole approximation of the reduced matrix element
multiplying the antenna function and including the virtual weak correction is obtained
by evaluating the weak form factor for an on-shell Z boson, neglecting photon production
and evaluating everything else (i.e. the remaining Dirac structures in ) with off-shell
kinematics.

6.3.3 Double-real corrections

The double-real corrections arise only from diagrams including corrections of (’)(ngzsozphot)7
and the QCD xweak corrections do not contribute here. The channels that have to be
considered are

Ga(Pa) + @o(po) — Z(pz) + 9(kg) +v(py), (6.56)
9(pg) + w(po) = Z(pz) + qa(ka) +v(py), (6.57)
9(pg) + @a(pa) = Z(pz) + @ (ks) +(py), (6.58)
() + a(py) = Z(pz) + qp(ka) + qo(ks), (6.59)
Ga(Pa) + Ga(Po) = Z(p2) + Ga(ka) + Ga(ks), (6.60)
0a(Pa) + 4a(P6) = Z(p2) + @a(ka) + qa(ks), (6.61)
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and are illustrated in Fig. The helicity amplitudes corresponding to the different
partonic channels were calculated using the spinor-helicity formalism [153] and checked
against helicity amplitudes calculated using FeynArts/FormCalc. Note that in Fig. [6.2a]
in the double-real cross-interference term of four identical quark amplitudes, once with
photon and once with gluon exchange, only the contributions with one closed quark line
contribute and the ones with two closed quark lines vanish owing to colour conservation.

The amplitudes corresponding to the double-real contribution can be calculated using the
spinor-helicity formalism and are given by

MELI 4P O CRMETRN (ke Tk ), (s cibics), (6.62)

RsthomZquTl)‘g qu ZZE Rphot

where § = {a, b, (1, ls}. Due to the symmetries of the partial amplitude,

—TgTIAg\ TaTIAgA
Mp e (ks {kg, a}, {pi, cities) = MR R 1T (ks { kg, a}, {pi, cities)

9
{pa »Ca 7Qa}H{pb:Cba_Qb}

Tq—TIAg A TqTIAg Ay
M}gSRplhogt W(k:w {kg’ CL}, {pi7 Ci}ieS) = Mfgs : Rphot (k% {kga CL} {pza Cz}zES)

I

{pey Y {pey }
MET 2™ (ky, {kg, a}, {pi, ei}ies) = My 7 (ky, {kg 0}, {pi ci}ies)] (6.63)
it is sufficient to calculate only two helicity configurations, where we choose
__+ - cachq
Mionn ({902 C) = G = 508 1) Uhy e} s l) (oullg) (onlln)
x (( pilks) (polg) + (pelhs)” Bulks) = pilpa)” (polpa) )
X (palpe)” (ko lpa) (kg k) (polka) = (Fglpa)” (polpa) )
b (U )" nl) = (8 20)” ko)) ), (6.64)
__+_ cachq
Mechon (20, CD) = 02 = 2y (ol
[?,’;“ g el IR G e i) = Gl )
i |pa (B B P 4 0 ) = ol 1))
7 |pb (((pelpe)” (polpa) = (elka)” (pulks) )

X ((palky)™ (pelky)™ = (p1lpv) (pelps) )))] , (6.65)

where {®4,C} = {ky, {ky,a}, {pi, ci}ics}, pz = pe + ps, and the spinor product (p|k) of
two Weyl spinors p, k is defined in (A.20)). The contribution to the squared amplitude
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Gi(pe) (i(pe)

l5(p7) 0(p7)

(c) ./\/l:‘)’/ﬁ/g (d) M

Viv/g

Figure 6.3: The different amplitudes that contribute to the process £(p,)l(p;) — V(py) —
q(k1)G(k2)q(ks)q(ks) at tree level in PA, where V' = Z. There are also contributions where
the inner quark—anti-quark pair attached to the photon/gluon is radiated from the lower leg,
which are not depicted. The corresponding O(asa) correction to the squared matrix element is
obtained by summing all possible interference diagrams, e.g. 2Re{(/\/l%/ﬁ)* . M%, e

is obtained by squaring of (6.62)), averaging over the initial-state helicities, and summing
the final state helicities.

We now proceed with the calculation of the amplitudes for the process

Upe)l(ps) — Z(pz) — q(k1)q(k2)q(ks)q(ka), (6.66)

once involving a quark—gluon and once a quark—photon splitting, see Fig. 6.3, The am-
plitudes (6.59) to (6.61) can be obtained from the ones describing the process by
crossing the leptons to the final and two of the four quarks to the initial state, where
it depends on the desired amplitude which final-state quarks have to be crossed to the
initial state. The interference of two amplitudes describing the process , one of the
amplitudes involving a quark-gluon and the other a quark-photon splitting, is an O(as«)
correction to the process

0 — 7 — qq. (6.67)

Therefore, the crossed versions (with the leptons in the final state and (anti-)quarks in the
initial state) of such interference contributions is a correction of O(as«) to the neutral-
current DY process.

As there are identical particles in the final state of we can assign the momenta in
four different ways to the quark and anti-quark pairs which lead to different contributions
to the complete amplitude. Note that the four different contributions to are related
by an exchange of momenta between (anti-)quark, (anti-)quark pairs but never between
a quark and an anti-quark. We define the amplitude ./\/llzﬁ /g 8BS the sum of the diagram
on the top left of Fig. [6.3] plus the diagram with the same momentum assignment but the
photon/gluon radiated from the anti-quark that carries momentum k4. Similarly /\/12277 /g
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is defined from the contribution on the top right, M% /g from the lower left, and M‘éﬁ /g
from the contribution on the lower right. The full amplitude is obtained as the sum of
these four contributions

Z7/g

4
MG =N MY, (6.68)
i=1

The amplitude ./\/llzﬁ /g 1S given by

. 1 ) I . ,

1MZ,7/970N[U1020304 (pfv Pz, k1> cet k4) =4die g tl,’y/g t2,’Y/9 50e,—02 501,—04 503,—02
Tq Qi opo103 -

CZCYQCZZEMZJ (pespi, ks - o ka)

(6.69)

(k1 + k2)? (p% — 13) 7

are both either Gell-Mann matrices t{ , =t ., and ¢ , =t2 . or are

q q
where ¢ and t e ey

Ly/g 27/9
given by the charge of the quarks t{_ =13 = Q,, respectively. The other contributions

to the amplitude can be obtained via the following symmetries,

2 1
MZ,’Y/Q,O’[O‘@O’10’20‘30’4 (p27p27 kl? R k4) = _MZ,’y/g,U[0'£70'30'20'10'4 <p€7pl77 k37 k27 kl) k4)7
3 1
MZ:’Y/970—10'170'10'20'3U4 (p€7p27 kl? c k4) - _MZ7’Y/970'40'20'10'40'30'2 (pﬁapt@ ]{;17 k47 kg’ k2)’
4 1
MZ,’y/g,o’go’go’10’20'3a4 (p£7pl77 kl? crt k4) = MZ,’Y/g,O’gO’gO'30'40'10'2 (pZ7pZ7 k37 k47 kl? k2>7 (670)

where the additional sign appears when one has to interchange an odd number of pairs
of fermionic fields in Mlzq/g to obtain MiZ’ﬁ{/g,z’ = 2,3,4, e.g. to obtain the first line of
(6.70) we have to interchange k; and k3 leading to an additional sign. For the different

helicity configurations the partial amplitude Mcg;’}ﬁ is given by

(kalka)” ({pelko)” (kalhka) + (pelka)” (Kslka)) (pelFr)
(k’z + kg + k4)2
n (pe|ka)” (ki lks) ((kalk1)" (pglkr) + (Ralks)™ (p7lks))
(kv + ko + k3)? ’
(kalka)” ((palko)” (kalhka) + (pelka)” (kslka)) (pe|Fr)
(ko + k3 + ky)?
. (pilka)” (ki lks) ((kalk1)™ (pelkr) + (kalks)™ (pelks))
(k1 + ko + k3)? ’
(k1lka)™ ((pelka)™ (Rslhr) + (pelka)™ (ks|ka)) (pelka)
(k1 + ko + k3)?
(pe|k1)” (Kalks) ((kalks)” (pelks) 4 (kalka)” (pglka))
B (ko + ks + ka)?  (6.73)
(kilka)™ ((pelka)™ (Rslkr) + (pelka)™ (kslka)) (pelka)
(k1 + ko + ks3)?
(pelk1)” (kalks) ((Ra|ks)™ (pelks) + (kalka)” (pelks))
_ \Pr CETT»E , (6.74)
(kalks)™ ((pelks)™ (kalks) + (pelka)™ (kalka)) (pglkr)
(ko + k3 + kyq)?

My (pe,pis k- ka) = —

(6.71)

M}_,I_(pfvpfa kla SRR k4) = -

(6.72)

M1 (pe, v b, - ka) = +

M}jl__(pbp@ kla RS k4) =+

ME,I—i_(pf?pga kla R k4) -
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+ <P€|k4>* (K1 |k2) (<k3|k’1>* (pelk1) + <k3|k’2>* (pzlk2))
(kv + ko + k3)? ’
- ) — (kulks)” ((palks)”™ (Ralks) + (palka)” (kalka)) (pe|Fr)
M (e pr s k) = — t e ;4)2
n (pelka)” (kalka) ((k3|k1)™ (pelki) + (kalka)” (pelka))
(k1 + ko + k3)? ’
- ) ~(kalks)” ((pelka)” (Ralka) + (pelks)” (ko |ks)) (pglka)
M, (e ps by oo ks) =+ ‘ (k1+k2+1§3)2 £
(pelkn)” (kalko) (CKs|k2)” (pg|ka) + (ks lka)” (pelka))
(ko + ks + ky)? ’
M}-’-‘vl--i-(pe’p@ Fiye o k) =+ (k1]ks)” ({pglk1) <(]Z|lj_1>k:_ép]j3|§€;> (kalks)) (pelka)
(palka)” (kalka) (CKalha)” (pelka) + (ks lka)” (pelka))
(ko + ks + ky)? '

(6.75)

(6.76)

(6.77)

(6.78)

The O(asa) correction to the squared amplitude is obtained as

2Re { (M) Ml = ZQRe 7.3, (6.79)

i,7=1

i#]
where we have suppressed the summation/averaging over the helicities on the r.h.s. and
used that ( 9 'y)* 79 ="0, Wthh holds due to colour conservation. Note that there are

more tuples of (z j) such that ( ) M] = 0 as a consequence of colour conservation.
Therefore, could be surnphﬁed even further. For completeness we mention that
these combinations are (i,7) € {(1,4),(2,3)}, where the order of i and j in the tuple is
not relevant.

6.3.3.1 Double-real antenna subtraction terms

In this section we present the subtraction terms corresponding to the double-real QCD x
photonic corrections to the squared amplitude. As there are no double-real weak x QCD
corrections we only have to consider the photonicx QCD corrections which again lead
to overlapping soft and collinear singularities due to the real emission of a gluon and a
photon. The subtraction term that cancels these singularities in the gg-induced channel
is given by

dAﬁﬁng =Neqq APs({pi}iz1; Pas 1) (6.80)
+ QQqNJI\?EVb AS(Pas P3, 1) ’MqRZ?ZK/% ({@4}u) (pl P2, D1)
+2Cr NﬁioAg(pa,mapb) ‘qup?oiz}/y <{¢’4}u> (pl P2, Ps3)

+ 4 Qq CF NJI\?}/O N]{EEWO Ag(pa,p?,;pszb) ’M%@Oﬁ’zﬁ?w <{®4NNLO}“) J2(2) (ﬁl,ﬁg)
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2

—4Q, Cr N o Nt

7
%—7}2/7 ({4)4}”11)

X (Ag(paap?npb) Ag(ﬁa»ﬁlhﬁb) + Ag(pa7p47pb) Ag(ﬁavﬁ&pb) ) J2(2) (517]52) )

using the notation {@ Yii = {Das Do, {Di }121 Y, {@ Viiii = {Day Do, {0i }7=2}, where the mo-
menta are obtained by the application of the one-fold or two-fold apphcatlon of the NLO

initial-initial phase-space mapping
Da = ZaPa, Db = ZbDbs - )‘( )pw 1= ]-7 27
Pa = TaZaPas Po = To2Pb, i = M4, Q)ps, i=12. (6.81)

By contrast, the momenta in {CIDNNLO},, = {Pu, Py, {Pi}1=>} are obtained by the application
of the NNLO initial-initial mapping.

The subtraction term for the gg-induced channel is given by
AoRNiS =Ne.gg A@a({pi}i_1; Pas o) (6.82)

—~—

+2Qu N\1o A3(pas 3. pa) )MQQZ% <{q)4}zf)‘ D (p1, p2, (p3pa))

—2Cp NI A 3gﬁq<pa,pb,p4> My ({cm}u) Y (B, 2. )
+4Q, Cr N o Niso . (pl D)

A G—s00 ~ 2
X <— A2<pa7pb7p37p4) ‘M%%_’}Zei,y <{¢)4NNLO}”>

2

e~

- A (pay s, 1) A gy (Pas P (b)) ‘Mg‘z;;ﬁ ({@}if,ﬁ)

2 > ]

Note that the first line takes care of the case where the photon becomes unresolved with
respect to the quark in the initial or final state (leading to an initial-final NLO mapping),
whereas the second line subtracts singularities of the configuration where the quark in

the final state becomes unresolved (consequently, a initial-initial NLO mapping is used).
Finally, the subtraction term for the gg-channel reads

+ AS g%q(paa pb7p4) Ag(ﬁaaﬁi’nﬁb) Miqoféi,y ({q)ll}u,u)

doxis =Neaa d®4({pi}?_l;paapb) (6.83)
x 4Qq Cr N o Nzt I3 (B, o)

2
X (CE(Pa;pb,p:s,m) + (a <> b,3 < 4)),

i o~
MG (183N0))
and for the ¢g- (four quark contribution) and gg-channel we have

doxai" =Ne.aq 404 ({pi}is; pas o) (6.84)
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X 4Q, Cr N0 NJI\?EWO (1517]52)
e~ 2
X (Cg<paap3ap4apb) + Cl(l)(pbap47pa7p3)) ‘M%qo—fzgi,y <{¢4NNLO}”>
doRNiS =Ne.ag APa({pi}i_y; pas o) (6.85)
X 4Qq Cp N0 N I3 (1, o)

_ 7 ~ 2
< (2 ) ML (801 4 (@030 0)).

9

6.4 Numerical results

6.4.1 Input parameters and event selection

The numerical results presented in the following sections are produced using the same
setup as in Section [£.3.1] In line with the calculation of the initial-final O(asa) corrections
presented in , we apply a photon recombination procedure identical to the one used
in Refs. , in order to be able to add the results calculated in this work to the results
of Refs. [21[29] consistently.

In detail, we apply the following photon recombination algorithm:

1. Photons close to the beam with a rapidity |n,| > 3 are treated as beam remnants
and are not considered in the event selection any further.

2. For the photons that pass the first step, the angular distances to the charged leptons
Rty = \/(nex — 14)% + (¢ — ¢)? are computed, where ¢ denotes the azimuthal
angle in the transverse plane. If the smaller distance of R+, between the photon
and the closest lepton is smaller than 0.1, the photon is recombined with the lepton
by adding the respective four-momenta, ¢=(k;) + (k) — (*(k; + k).

3. Finally, the event selection cuts from Egs. (5.90)—(5.92)) are applied to the resulting
event kinematics.

6.4.2 Corrections to differential distributions

In Fig. we show the relative corrections 0 (normalized to LO) of type initial-initial
O(asa) to distributions in the invariant mass (left plot) and in the transverse momentum
(right plot) of the final-state leptons for the neutral-current DY process. We depict the
individually gauge-invariant weak x QCD (red curve) and photonic x QCD (green curve)
corrections separately, as the weak x QCD corrections are calculated using the PA while
the photonic x QCD corrections are calculated without approximation and are therefore
valid beyond the resonance region. The photonic x QCD corrections are shown both for
bare and dressed leptons (DL) where the latter are obtained using a recombination of the
bare leptons and the radiated photon.

The corrections to the invariant-mass spectrum are of the permil or subpermil level and
are therefore phenomenologically not relevant. In the resonance region, corrections to the
transverse-momentum distribution are of the level of a few percent for both the photonic x
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Figure 6.4: Relative initial-initial O(aso) corrections (normalized to the LO cross section) to
distributions in the invariant mass of the Z boson (left) and in the transverse-lepton momentum
(right). Depicted are QCD x weak O(asayy) corrections (red curve) and corrections of type
QCD x phot O(asay) without (green curve) and with (blue curve) photon recombination.

QCD and the weak x QCD corrections. Above the resonance, photonic x QCD corrections
to the transverse-momentum distributions grow up to 2% and in case of weak x QCD
up to 7%. However, we have to keep in mind that the weak x QCD corrections are
calculated using the PA and it is therefore not reasonable to use them as an estimate
of the full weak x QCD corrections far beyond the resonance region. Furthermore, we
have normalized the corrections to the distributions to LO and as NLO QCD corrections
to the transverse-momentum distribution of the final-state leptons induce corrections to
the LO prediction of the order of 600% in the phase space region above the resonance
(see e.g. Fig. 4.2 in [143]) a normalization to the NLO QCD correction (as we did for the
O(Nyasa) corrections in Section [5.3.2]) would reduce the corrections also in the off-shell
region to the level of 1 percent.

In the class of considered corrections the photon present in the real-virtual and double-real
photonic x QCD corrections is radiated off the initial state. Therefore, there is no collinear
enhancement when the emitted photon is collinear to the final-state leptons leading to
a small effect of photon recombination, i.e. we observe only a small difference between
dressed and bare leptons in Fig. [6.4] and likewise in all distributions considered below.

The photonic x QCD double-real contributions involve diagrams with a gluon and a pho-
ton radiated off the initial state and the Z boson can recoil against both of these radiated
particles leading to potentially large corrections also in the off-shell regions of transverse-
momentum distributions. In contrast, in weak x QCD corrections the Z boson can recoil
only against photonic initial-state radiation in the RV contribution. Therefore, naively
one would expect the photonic x QCD corrections to dominate over the weak x QCD
corrections. As shown in Fig. this intuition is not reflected by the results as the cor-
rections to the invariant-mass spectra (which are not sensitive to recoil effects) are actually
dominated by the photonic x QCD corrections whereas the corrections to the transverse-
momentum distributions of both the weak x QCD and the the photonic x QCD corrections
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Figure 6.5: Relative initial-initial O(asa) corrections (normalized to the LO cross section) of
type QCD x phot O(asay) to distributions in the invariant mass of the Z boson (left) and
transverse-lepton momentum (right), split up into the three partonic initial states qq/qq/qg
(green/black/red curve) for bare leptons and without recombination of photons.
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Figure 6.6: Relative initial-initial O(asa) corrections (normalized to the LO cross section) to the
rapidity distribution of the lepton pair £*¢~ with bare leptons represented by the green curve
and dressed leptons (DL) in blue.

turn out to be of similar size above and in the vicinity of the resonance. In Fig. we
show the results for the photonic x QCD corrections broken down into the quark—gluon,
the quark—antiquark, and the quark—quark-induced channels. We observe that the quark—
quark-induced contribution is negligible compared to the quark—gluon or quark—antiquark
induced channels. Furthermore, the quark-antiquark-induced channel contributes correc-
tions to the invariant-mass distribution as well as the transverse-momentum distribution
that are slightly larger than the the quark-gluon channel.

The relative corrections 0 of type initial-initial O(aser) to the rapidity distribution of
the final-state lepton pair T/~ are depicted in Fig. The corrections to the rapidity
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distribution are of the subpermil level and are therefore phenomenologically negligible.

6.4.3 Corrections to the forward—backward asymmetry

The forward-backward asymmetry for £*¢~ production at the LHC is defined as ,

UF(MM) - UB(MM)
o (M) + op(My)

App(Me) = (6.86)

with

do
dcosf*

0
OB(MM):/ d cos 0* (6.87)
1

1
o

Myy) = d cos 0*
(M) /0 “BY qcos 0

The angle 6* is the so-called Collins—Soper (CS) angle, which is defined as ,

costr =212 (g (o) - pr e (), 69

P=tt Moy [ MG, + P g0

where

1
-

p \/E(E + p.) (6.89)
and all four-momenta are given in the LAB frame. Apart from Eq. used to calculate
the CS angle we also implemented an explicit Lorentz transformation to get the momenta
of the incoming partons and the outgoing leptons in the CS frame and calculated the CS
angle directly in this frame to check the results obtained with . For further details
on the CS frame see App. [G]

In Fig. [6.7 the LO prediction for the forward-backward asymmetry App is compared to
predictions for the forward-backward asymmetry including initial-initial O(asa) correc-
tions, where

LO LO X X
Op —O0p +0p —0p

LO LO X X -
op- top +op +0p

Agy = (6.90)

As shown in Fig. the impact of initial-initial O(as) corrections is quite small and
therefore we mainly discuss the quantity

AA)F(B - A%(B - Alﬁ% (6-91)

which directly shows the impact of corrections on the forward-backward asymmetry.

Figure [6.8 shows the corrections to the forward-backward asymmetry induced by QCD x
photonic initial-initial corrections (AAéséph“ in red) and corrections including QCD x weak
initial-initial corrections (AAfLL™ in green). For invariant masses below the Z resonance
the QCD x photonic corrections reach the percent level relative to the LO prediction for
the forward-backward asymmetry whereas the QCD x weak corrections are at the level
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Figure 6.7: The Forward-backward asymmetry Apg for £7¢~ production at LO (blue), A{ﬁé" hot

including QCD x photonic initial-initial corrections (red), and A{;é‘” including QCD x weak
initial-initial corrections (green). The corrections to the LO prediction do not include photon
recombination.
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Figure 6.8: The left plot shows the corrected forward-backward asymmetry AA;""" including
QCD X photonic initial-initial corrections (red without and blue with photon recombination) and
AA{;‘éW including QCD x weak initial-initial corrections (green). In the right plot the different
partonic channels qq/qq/qg (green/red/blue curve) are depicted for QCD X photonic corrections.

of a few permil over the full invariant-mass range of the final-state leptons. Recall that
the QCD x photonic corrections are valid in the full invariant-mass range as the PA was
only applied to the QCD x weak initial-initial corrections.

The left plot of Fig. shows that there are cancellations between the gg-induced double-
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Figure 6.9: Double-real (red), real-virtual (green), and double-virtual (blue) QCD x photonic

initial-initial corrections to the corrected forward—backward asymmetry AAééph“ for the ¢q (left)
and the gg (right) initial states.

virtual, real-virtual, and double-real corrections using antenna subtraction whereas in
the qg channel the double-real and double-virtual corrections amplify. Therefore, the qg
channel is dominating the initial-initial O(as) correction as shown in the right plot in
Fig.[6.8

Even though the corrections to the forward—backward asymmetry induced by initial—
initial O(asa) corrections are rather small we have to keep in mind that for combined
(ete™ and putp~) App measurements the absolute experimental uncertainties are of the
order AA%EXP ~ 107" in the bin containing the Z resonance for certain rapidity cuts (see
Table 2 in [155]). Furthermore, with the upcoming high luminosity (HL) LHC it will be
possible to measure the forward—backward asymmetry Apg even more precise and reduce
the experimental uncertainty even further as the current total experimental error on Apg is
dominated by the statistical error [155]. Therefore, even though the initial-initial O(asa)
corrections to the forward-backward asymmetry are in the range AALL ~ 107 to 107
they are still relevant for analyses at the upcoming HL. LHC as already LHC data at
Vs = 8TeV reaches the mentioned accuracy of AAZS® ~ 107, which will certainly
improve at the HL. LHC.
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Summary

The Drell-Yan-like production of lepton pairs is one of the most important standard-
candle processes at the LHC. Among others, these processes provide the opportunity to
gain insight on the mass and width of W bosons or allow for the search for new gauge
bosons in the high invariant-mass range of the final-state leptons. Precision tests of the
Standard Model using Drell-Yan processes are, however, only possible if the accuracy
of theoretical predictions matches or even surpasses the precision of measurements. As
searches of physics beyond the SM are performed in off-shell regions such as the tails of
invariant-mass or transverse-momentum distributions the understanding of higher-order
corrections in these regions of phase space is essential. Therefore, O(asa) corrections to
Drell-Yan-like W/Z production have to be calculated not only in the resonance region
of the intermediate massive vector bosons but also in off-shell regions where a PA is not
applicable anymore.

This work consists of two main parts: We started with the discussion of the calculation of
O(Nyasa) corrections to off-shell Drell-Yan processes as the first main part of this thesis.
The second part was devoted to a discussion of O(as) initial-initial corrections to Drell-
Yan-like Z production in PA. The idea behind the slightly unconventional ordering of the
two main parts is that the O(N asor) corrections contain vertex counterterm contributions
which also have to be included in the calculation of the O(as«) initial-initial corrections.

As a first step towards a calculation of the complete set of O(asa) corrections to off-
shell Drell-Yan processes the first part of this thesis was devoted to the calculation of the
gauge-invariant O(Nasar) two-loop corrections to single W/Z-boson production which are
enhanced by the number of fermion flavours Ny in the SM. These corrections comprise
all diagrams of O(as«) including closed fermion loops and additional gluon exchange or
radiation. As O(Nyasa) corrections do not involve photon emission, the IR singularities
are of one-loop complexity and therefore no two-loop subtraction schemes were needed to
obtain predictions for differential distributions. However, to obtain a gauge-invariant de-
scription of the W/Z resonances in the vicinity of the resonance as well as in the off-shell
regions we had to extend the complex-mass scheme to O(asw).

We evaluated corrections to single W/Z-boson production of O(N;asa) in a differen-
tial manner and studied their effect on the (transverse) invariant-mass and transverse-
momentum spectra of the W and Z boson, respectively. We observed that O(Njosa)
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corrections to the integrated cross sections or rapidity distributions, which are dominated
by resonant W/Z bosons, are at the permille level and thus phenomenologically negligible.
The off-shell regions above the Jacobian peak of (transverse) invariant-mass distributions
or the transverse-momentum distributions normalized to the LO prediction, however, re-
ceive corrections that grow up to 2% or up to 15%, respectively. As the LO prediction
underestimates these distributions—higher-order corrections include initial-state radia-
tion leading to recoil effects not present at LO, as discussed in Section [£.3.2}the size
of those corrections reduces to a few percent when normalizing the distributions to full
predictions. It is important to note that the impact of O(asa) corrections without Ny en-
hancement on the differential distributions are not smaller than corrections of O(Nyosa)
as can be seen in ,. At high energies NLO EW corrections are enhanced by Sudakov
logarithms leading to large corrections of O(asa) without Ny enhancement also at NNLO.

In the vicinity of the resonance of a Drell-Yan-like produced Z boson it is possible to
extract precision observables such as the effective weak mixing angle from the forward—
backward asymmetry Apg motivating the effort of calculating higher-order corrections
valid in this region of phase space. In the second part of this thesis we have calculated
O(asa) corrections of initial-initial type adding the final part to the previously calculated
initial-final, final-final, and non-factorizable contributions [55,[56] and therefore complet-
ing the PA at O(asa) for the neutral-current Drell-Yan process. We studied the impact
of initial-initial O(aser) corrections on the forward-backward asymmetry Apg in the res-
onance region of the Drell-Yan-like produced Z boson. To our best knowledge, there
are no published results that study the effect of O(aga) corrections on the numerically
challenging forward-backward asymmetry.

The so far missing gauge-invariant initial-initial O(aga) corrections in PA comprise con-
tributions where the corrections are solely contained in the production mode of the Z
boson and include genuine two-loop virtual-virtual corrections, real-virtual corrections,
and double-real O(asapnet) corrections. The PA was only applied to the weak x QCD
O(asay,) corrections as these are only gauge invariant for on-shell Z bosons while the
photonic X QCD O(asaphet) corrections are gauge invariant on their own without PA
due to their proportionality to the charge of the initial-state quarks. The impact of the
O(aspnot) corrections on the forward-backward asymmetry App turned out to be of the
order of one percent in the region below the resonance of the Z boson while corrections
of O(asay,) are of the level of a few permille over the whole invariant-mass range of the
final-state leptons. Therefore, at least below the resonance of the Z boson the total
O(aser) initial-initial correction to the forward—backward asymmetry is dominated by
the O(asaphot) corrections. In the resonance region and above, the O(asor) initial-initial
corrections to the forward-backward asymmetry are of the permille level.

As the photons are radiated off the initial state no collinear enhancement occurs when
the emitted photon is collinear to the final-state leptons. Accordingly, we observed that
the effect of photon recombination on the size of O(asa) initial-initial corrections to the
various distributions we considered was negligible.

Apart from corrections to the forward-backward asymmetry we have studied the effect
of the initial-initial O(asa) corrections on the transverse-momentum, the invariant-mass,
and rapidity spectrum of the Z boson. While the corrections to the invariant mass and ra-
pidity distribution of the Z boson are of the sub-permille level the O(asaphot) corrections
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to transverse-lepton momentum distributions grow up to 2% above the resonance of the Z
boson. In principle, we observed the O(a vy, ) corrections to transverse-lepton momentum
distributions to be even larger reaching up to 7%. However, as we used the PA to obtain
a gauge-invariant prediction for the O(agay,) initial-initial corrections, these predictions
are not reliable far beyond the resonance region. In the vicinity of the resonance also the
O(asry) initial-initial corrections to transverse-lepton momentum distributions were on
the level of a few percent.

The numerical results presented in the previous chapters were obtained using a flexible
Monte Carlo program that was fully developed in the scope of this work. It allows the
calculation of corrections to arbitrary distributions induced by the discussed O(asa) cor-
rections, by selected O(«) corrections, and by the full NLO QCD O(ag) corrections. In
particular the Monte Carlo program allows the prediction of corrections to the numer-
ically challenging forward—backward asymmetry and also predictions for corrections to
total cross sections.

In the future also the initial-initial O(asa) corrections to the charged-current Drell-Yan
process should be calculated. It is expected that the impact of these corrections on
the transverse-mass distribution of the W boson (and therefore also on the extraction
of the W mass) is small compared to the impact of initial-final corrections. Neverthe-
less, this has to be checked in a dedicated calculation of the initial-initial corrections to
charged-current processes. As O(as0phot) corrections to charged-current Drell-Yan pro-
cesses involve diagrams including radiation of photons off W bosons an extension of the
antenna subtraction formalism is needed.
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Appendizx A

Conventions

A.1 Four-vectors

We write three-vectors in bold font (e.g. p), four-vectors in italic font (e.g. p), and use the
metric tensor

(gw) = (¢") = diag(+1, -1, -1, —1). (A.1)
Contravariant four-vectors are denoted with upper greek indices,
P ="p). (A.2)
whereas covariant four-vectors are denoted by lower indices
Pu = Gup"”. (A.3)
The four-momentum of a particle with three-momentum p
p=(p'pp°)" (A4)
and mass m is given by
P ="p)" (A5)

The zero component of the four-momentum p* is given by the energy of the particle and
for a real particle fulfils the on-shell condition p? = m?, with

P’ =/p2+m?>0, (A.6)

where we introduced the scalar product between two four-vectors
P-q=guw?"¢ =p.q" =p"¢" - pq, (A7)
so that p* = p,p". A four-vector p is called time-like if p* > 0, space-like if p* < 0, and

light-like if p* = 0.
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A.2 Dirac algebra in four dimensions
The defining relation of the Dirac algebra is given by,
(VA =AM A = 29", (A.8)

and the gamma matrices are the generators of the Dirac algebra. In the chiral represen-
tation the gamma matrices are given by

a* 0

v = ( 0 5M> ; o' = (0°, o), ' = (0°, —o), (A.9)

where o = (0!, 02, 0%) is the vector of Pauli matrices,

1 —1i 1
ol = X : o’ = O ' , od = 0 , (A.10)
10 i 0 0 —1

and 0 is the unit matrix. Moreover, we use the slashed notation for the contraction of
gamma matrices with four-vectors,

¥ =k~ (A.11)

Furthermore, one can define a matrix which anti-commutes with all other gamma matrices
given by,

i , ,
Vs = = qemme )"V =100, (A.12)

which is used to define the left- and right-handed chirality projectors,

W4 =

(1£1s5). (A.13)

N | —

In the chiral representation of the gamma matrices, 5 and the chiral projectors are given

by
1 0 1 0 0 0
V5 (0 _1> ) Wy (0 0) ) w (0 1) ( )

A.3 The Weyl-van-der-Waerden formalism

All amplitudes in Chapter [fland the real emission amplitudes in Chapter [6] were calculated
using the Weyl-van-der-Waerden (WvdW) spinor formalism. In this section we therefore
give a short overview over some basic ideas and definitions that are needed to calculate
amplitudes involving massless external particles using the WvdW formalism. For a more
complete presentation of the subject we refer to . In the WvdW formalism all objects
that belong to higher-dimensional representations of the Lorentz group are expressed in
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terms of objects in the two-dimensional irreducible representations D(3,0) and D(0,1).
The decomposition of all Lorentz structures into two-dimensional spinor objects allows
the direct calculation of helicity amplitudes, i.e. the decomposition allows the numerical
evaluation of helicity amplitudes. Therefore, also the squaring to obtain squared ampli-
tudes can then be performed numerically. This is a clear advantage compared to the
Dirac formalism where to obtain a expression for the squared amplitudes suitable for the
implementation in a computer completeness relations for the external polarisation vectors
and Dirac spinors have to be used.

The spinors that belong to the two fundamental two-dimensional representations D(%, 0)

and D(0, %) of the Lorentz group are denoted ¥4 and 7,/1‘4, respectively. The connection
between the two representations is given by complex conjugation

Vi = (¥a)", A = (), (A.15)

and lowering and raising of indices

ha = ¢B€BA = (¢B)*EBA, ¢A = 6AB¢B = EAB(I/}B)*, (A-16)

is achieved by contraction with the totally anti-symmetric tensor

s [0 1
eap = €ip =P =P = (_1 O) . (A.17)

The anti-symmetric tensor € also allows the definition of a Lorentz-invariant spinor product

<¢¢> = ¢A¢é = ¢A€f‘éw3 = Q1hs — Pothy = —W@a (A-18)
(o) = ¢ 0" = ¢4 U = (Br1b2 — Poih1)* = —(Ug)". (A.19)

For the spinor product we also use the notation

(Bl) = (¢9). (A.20)

Four-vectors and massless spin-1 particles

As four-vectors belong to the representation D(%, 0) ® D(0, %), they are represented by
objects with two spinor indices in the WvdW formalism

KO+ k3 kD ik |
R =¥ = (kl ERTERR TR 2k, = K ipP7, (A.21)

where the transition matrices, used to obtain the representation of four-vectors in the
spinor formalism, are given by the four-dimensional Pauli matrices

o4 = (09, ), Py = (0 —ar) (A.22)
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In case of massless particles, the matrix K ;5 factorizes into a product of so-called mo-
mentum spinors

~i6 g 8
Kip = kikn, ka = V2RO (e o 2) , (A.23)
Sin 5
2

where we have used polar coordinates to express the momentum spinors

cos ¢ sin 6
k = |k| | singsinf | . (A.24)

cosf

Moreover, in case the momenta are light-like, the contraction in (A.21]) further simplifies
to

2k,p" = (k)] (A.25)

where in terms of polar coordinates the spinor product (A.18]) of the momentum spinors
is given by

O

: 0 6
(pk) = 2+/p k0 (e_l‘b" cos Ep sin 5 -

, 7
— 7% cos Ek sin 5) . (A.26)

As polarisation vectors 52[(/{;) for massless particles are also four-vectors their representa-
tion in the WvdW formalism is also given by objects with two spinor indices

V29, ks V2k ;g
e (k) = ;’ e (k)= #’ A97
+,AB( ) <g+/€>* 7AB( ) <g,k> ( )
V2k g 5 V2g_ kg
* . kj = £ 7 * . k = —l A.2
Srant) =T Tt =TT @A)

where the appearance of gauge spinors g4 is the manifestation of the missing longitudinal
polarisation in the case of massless vector bosons. Apart from the condition (gik) #
0, the gauge spinors are arbitrary and can be chosen differently for different helicity
configurations within the same amplitudes.

Spin—% particles

Dirac spinors U are elements of the direct sum of D(3,0) and D(0, 3), and can therefore
be written in terms of two WvdW spinors as

U= (iﬁ) . (A.29)

Inserting the plane-wave ansatz W(z) = exp(Fikz)¥ ) (k) into the Dirac equation for
massless fermions i@W¥(x) = 0 leads to

K05 (k) =0, KB (k) = 0. (A.30)
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Helicity Outgoing fermion Incoming fermion
— 0
o= | T=( o) Vi = (k:f‘)
_ k
o=+ | Ti=(0 k) \1/;+:(OA>
Helicity | Outgoing antifermion | Incoming antifermion
k —
o= — \D;:<A> \I/k_:<0 kA)
) 0 )
— 0 T, A
o=+ Uy = oA Wy = <k’ 0)

Table A.1: Helicity eigentstates for massless Dirac fermions.

The solutions to these equations are shown in Tab. [A1]

In the calculation of helicity amplitudes discrete symmetries like parity or the CP sym-
metry can be used to reduce the number of different helicity configurations that have to
be calculated explicitly, as these symmetries relate different helicity configurations of the
same process. Moreover, starting from a helicity amplitude where all helicity configura-
tions are known, so-called crossing symmetries, which transform incoming into outgoing
particles and vice versa, can be used to obtain helicity amplitudes of different processes.
A summary and guideline of how these symmetries are to be used in an actual calculation
can be found in [153)].

A.4 Harmonic polylogarithms

In this section we give the definition of harmonic polylogarithms H(my, ..., m;y), m; =
0,41 using the notation of [144]. The harmonic polylogarithms H(m;y) of lowest-weight
(w = 1) are defined as

H(O;y) = Iny .,  H(xLy) = FIn(15y) . (A.31)
Harmonic polylogarithms of higher-weight (w > 2) are recursively defined as
1., .
— In“vy , it my,...m, =0
H(m17"'7mw;y) = Y (A32)
/ dz fm,(2) Hima, ...,my; 2) | otherwise
0
with ] ]
foly) = - fuly) = =y (A.33)
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A.5 Scattering matrix, perturbation theory, and cross
sections

A scattering process in quantum mechanics is described by the so-called “S-matrix”, which
transforms incoming states |i) entering a particle scattering into outgoing states |f).
Technically the scattering is assumed to happen in a finite time interval. In the limit
t — oo the S-matrix coincides with the time evolution operator Uy (¢, —t) in the interaction
picture. In cases where the interaction Hamiltonian density Hi,, contained in the time
evolution operator U;(t, —t), is free of derivatives acting on fields one can write the S-

matrix as
S=T {exp <i / d4a;cf)} , (A.34)

where 7" is the time ordering operator and we introduced the interaction Lagrangian L;
(in the interaction picture) obtained by decomposing the total Lagrangian into a free part
Ly, containing only bilinear terms of the fields, and the interaction Lagrangian L;,

L=Lo+L (A.35)

The Lehmann-Symanzik-Zimmermann (LSZ) reduction formula [156] relates S-matrix el-
ements for scattering processes with n external particles and n-point correlation functions
(Green functions), which can be evaluated perturbatively. The elements of the pertur-
bative expansion of a Green function have a pictorial representation known as Feynman
diagrams that are built from so-called “propagators” and “vertices”. Propagators are
represented by lines in Feynman diagrams and are derived from Lj, whereas vertices,
represented by dots joining three or more propagators, are derived from £;. The analytic
expressions corresponding to propagators and vertices are the so-called “Feynman rules”.

S-matrix elements can be decomposed into a sum of a part (f|i) describing the situation
where no scattering occurs and the so-called “transition matrix element” (or equivalent
“amplitude”) M,

(fIS]i) = (fli) +1(2m)*6" (pi — pr) M. (A.36)
The differential cross section of two unpolarized incoming particles with momenta ¢, ¢o
and masses m,, , m,, and n particles in the final state with momenta py, ..., p, is given in
terms of transition matrix elements by
1 1 9
do_(qb 4q2,P1,--- Jpn) - gmd@n(QM q2,pP1, - -- Jpn)<‘Mab—>f(q17 q2,P1, - - - 7pn)| >7
(A.37)

where we denote the squared amplitude of the process summed over all possible he-
licity states of particles in the final state and spin averaged over the initial states by
(IMap— (1,92, 01, - - -, pn)]?). To avoid double counting due to identical particles of type
f in the final state the symmetry factor
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is introduced for each particle species f and the Lorentz-invariant flux factor is given by

Flan, @) = \/ (@12)?2 = (mg,mg, )2 (A.39)

For processes including two incoming particles with momenta ¢, ¢ and n particles in the
final state with momenta py, ..., p, the differential phase space d®,, f is given by

n n d4 )
AR (ar, a2, o) = )0 (a4 a2 = 3om) [T (50008 = o). (A.00)
1 j=1

i=

In situations with only one incoming particle (i.e. in case of a particle decay) Eq. (A.37)
simplifies to

1

dFXﬁf - g%dq)n(Qapla"'7pn><|MX~>f‘2>7 (A41)

where () is the momentum of the decaying particle and dI'x_, s denotes the differential
decay width.
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Hadron collider kinematics

We define the hadronic momenta with respect to the beam axis in the laboratory (lab)
frame as

1 1

o sl o
py= Y J B.1
A 9 0 5 B 9 0 5 ( )

1 -1

where /s is the hadronic centre-of-mass (CM) energy. If parton a carries the momen-
tum fraction x, of the momentum of hadron A and b analogously the fraction z; of the
momentum of B, the momenta of the partons are given by

5

Pa = xa? s Py = xbi . (BQ)

_ o O =

The Lorentz transformation that relates the momenta in the lab frame with the momenta
in the partonic CM system reads

ji v 00 =8\ [
5l 0 10 0 1
= b (B.3)
D; 0O 01 0 D;
p? -8 0 0 ~ p?

where ¢ = a, b and the boost factor 3, describing the relative velocity of the two colliding
partons, is given by
_ Pl _ |zaPa+2ePp| 2o — s

— = B4
p E, o, P + 2, Py Ta + Ty (B.4)

and
1

e
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By defining the rapidity y via 7 = cosh(y) and using § = — tanh(y) we can rewrite (B.3)
as

coshy 0 0 sinhy P
0 10 0 D
0 0 1 0 p?

sinhy 0 0 coshy D

(B.6)

=B(y)

If we consider the four momentum p* = (m,0,0,0)" of some massive particle with mass
m in its rest frame and apply a boost in the longitudinal direction we obtain

" = (mcoshy,0,0,msinhy)* = B(y)" p", (B.7)
which can be used to write the rapidity in the more familiar form [157]

ey 1 coshy +sinhy 1 0+ p3
log—:—log =—lo

= — B.8
2 “coshy —sinhy 2 & PO — p? (B.8)

y=3

We now show that the two parameters z,, x;, can be obtained from the rapidity and the
partonic center-of-mass energy § = x,x,s, which has been used to obtain (5.9)). Starting
from 8 = — tanh(y), using sinh(y)? = Cosh(y)2 — 1, and (B.4]) we obtain

cosh(y)? — o (w4 —p)?
cosh(y) =5 = (g + 23)? (B.9)

Solving this equation for cosh(y) we arrive at

Tot+ay 1 :pa
= == (/= +4/ B.1
coshy N < %) (B.10)

eV =, /—, (B.11)

which, in combination with s = x,x;s, leads us to

Ty = \/gey, xp = Zemv, (B.12)
s s

Further, we define the transverse energy of a particle with mass m, four-momentum p,
and transverse momentum p- as

Et =m® + (pr)™. (B.13)
The transverse mass of the two particles ¢ and v is then given by

M%,&/ = (Bre+ Er,)? — (P, + pT,I/>2' (B.14)
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If we consider that neutrinos only show up as missing transverse energy in a measurement
at the LHC, i.e. Ep, = E7 s, and assuming massless leptons this reduces to

MT,ZV :\/Q(pT,EET,miSS —Prye- pT,miss)

:\/2pT,€ET,miss<1 — COs ¢€zz)7 (B15)

where ¢y, is the angle between the missing momentum in the transverse plane and the
lepton /.

B.1 Kinematics of the Drell-Yan process at leading or-
der

In this section we will discuss some rather simple kinematics of the LO Drell-Yan process
that are, however, quite useful when it comes to understanding distributions of observ-
ables, e.g. in Section £.3.2] In particular, we focus on the transverse-momentum distri-
bution and try to find out what we know about the momentum of the intermediate W/Z
boson if we measure a certain transverse momentum of the positively charged lepton. In
the following we only consider the NC Drell-Yan process, but the discussion is completely
analogous in the CC case.

Lets start by just writing down the equation implied by four-momentum conservation in
the Lab-frame

pet g = 05" = o + o (B.16)
From momentum conservation combined with (B.2) it immediately follows that pi*, =

—pTlaf_. We split our discussion in three different cases, where in the first case we assume

that we measured pll"l% > My/2, in the second plTa% = My/2, and in the last case

p}?}z_‘_ > MZ/2 :

According to and the rest frame (RF) and the Lab frame are connected by
a simple boost in the longitudinal (beam) direction (B.3)), as pTl?}g = 0. This means that
transverse components of four-momenta are invariant under boosts between the RF of the
Z boson and the Lab frame, i.e.

. My
PRy = Pioe > 3 (B.17)
Therefore, for the positively charged lepton—which we assume to be massless—in the RF

of the Z boson we have

0= (px)" = (Pi£0)” = (Pree)’ —(i¥5)* < (pio)” — Mz/4, (B.18)
N——
>M2/4
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which implies
Pty > Mz /2. (B.19)
Combined with energy conservation in the RF of the Z boson one obtains
Pro = Pirg + Py > Mz, (B.20)
which leads to the conclusion that the Z boson must be off-shell for p?% > My/2

(P5")? = (p55)% > M3, (B.21)

plqe2+ = Mz/2:

As discussed before, the boost between Lab and rest frame does not change transversal
components, i.e. p,. = My/2. On-shellness of the leptons implies

0= (pi)" = (pio)* — Mz/4 = (pi¥5)". (B.22)

Solving for the energy of the leptons

RF Mj
Pezo =\ =~ + (p?f,gy (B.23)

we obtain that, given we have plf% = My/2, then
(P70)* = (D0 + P 0)* = M; iff Pty = 0. (B.24)

Therefore, the Z boson can be on-shell if the longitudinal components of the four-momenta
of the leptons vanishes in the RF of the Z boson.

prlra}er < MZ/2:

Following the same strategy as before, leads to

0= () > (pifo)* — Mz/4— (PE,)°, (B.25)
which implies
M2
Pt < TZ + (0 3)2 (B.26)

This means, that the Z boson can still be on-shell for some non-vanishing p?fg, since

!
(P5")? = (p30)” = (Pt o + it o)* = M3 (B.27)

has to be fulfilled for the Z boson to be on-shell.
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B.2 Jet recoil effects in initial-state radiation processes

In the discussion in the last section we saw that the region plTa‘er < My /2 allows for on-
shell Z bosons, but plTa}er > My/2 does not include on-shell kinematics. This changes
when we consider the DY process at NLO and include contributions with initial-state
radiation of photons or jets, e.g. the diagrams depicted in Fig. Lets assume again that
we have measured the momentum of some positively charged lepton with ]011‘?‘1}r > My /2.
Including for instance an additional gluon with momentum £k, radiated in the initial state,
momentum conservation is now given by

S e A T e i (B.28)
At LO we had pTlf‘;L = —pTl*?;i, which is not valid anymore if we include initial-state
radiation. According to the last equation and the transverse component of the
four-momentum of the gluon and the Z boson have to cancel in the lab frame. This
means, that for a non-vanishing transverse momentum of the gluon in the lab frame, a
simple boost in longitudinal directions is not sufficient to get from the lab frame to the
RF of the Z boson, as in the RF we should have p%FZ = 0 but in the lab frame pI{{bZ # 0.
Therefore, the Lorentz transformation that connects the RF of the Z boson and the lab
frame Bj,,_rr contains a boost in the transverse direction.

Let now pLy, be the transverse component of the four-momentum of the positively
charged lepton in the RF of the Z boson,

RF lab lab
Pr o+ = By —rre Pr+ # P+ (B.29)

Even though p'2%, > My /2 the energy of the lepton

Pt = \/ (Prje)? + (py)? (B.30)
can still fulfill the condition (B.27)) for the on-shellness of the Z boson in its RF, as

boosting from the lab frame to the RF of the Z boson might reduce the size of the
transverse components of the leptons four-momenta such that p5y,, < My/2.
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Dimensional regularization

Dimensional regularization [70}[71] is a procedure which relates divergences in loop in-
tegrals to finite expressions by analytic continuation in the dimension of space-time to

d # 4 dimensions,
d'k d’k
/(2%)4%/(%)‘1’ (C.1)

where the limit d — 4 reproduces the original divergences. After the application of
this regularization procedure, loop integrals become meromorphic functions of d. In this
work we use the conventional dimensional regurlarization (CDR) scheme [158], where all
momenta, four-vectors, and Lorentz covariants that appear in a divergent integral are
analytically continued to d dimensions. In order to keep coupling constants dimensionless
an arbitrary mass scale p is introduced,

gs — u%gs, e — ,u4;2de. (C.2)

In d dimensions the four Dirac matrices are replaced by d generators of the Dirac algebra of
dimensionality 22. The naive continuation of the vanishing anticommutator of y-matrices
and 75 in four dimensions,

{5} =0, (C.3)
to d dimensions and also maintaining cyclicity of the trace would lead to [159,[160]
Tr(y"9"v777y5) = 0, (C4)

where the trace function is defined in such a way that the application to the unit matrix
in d dimensions is still four as in 4 dimensions, i.e. in d dimensions we have

g = diag(l,—1,...,—1), {47} = 2¢"'1,, Tr(1,) = 4. (C.5)
Equation ((C.4]) is inconsistent with the relation in four dimension

Tr(y#y yPy7 ) = 4?7 (C.6)
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which is the reason why the treatment of v5 in dimensional regularization is quite compli-
cated and several different schemes differing in the properties of v5 and the trace operator
in d dimensions are proposed in the literature [70,[160H163]. For an overview of the dif-
ferent schemes see e.g. [60].

As we use the FeynArts/FormCalc packages to calculated one-loop amplitudes we mention
for completeness that FeynArts/FormCalc uses the so-called naive scheme [163] where 5
is assumed to be anticommuting with all ¥* in d dimensions,

{%,7%}=0, p=0,1,....d—1. (C.7)

This scheme is consistent at the one-loop level .

C.1 Traces and 75 in initial-initial O(azay,) corrections

We start the discussion by considering first only corrections of O(Nyasar). As discussed in
Section [5.2.1] these corrections always involve closed fermionic loops that show up only in
gauge-boson self-energies. Typically, projectors are used to reduce the calculation of the
self-energies to the calculation of their longitudinal and transversal parts [118]. Due to the
simple Lorentz structure of these self-energies the projectors only contain terms that are
proportional to the metric tensor g, ,.,, it € {, v, p, o}, or to p,,p,,, where p,, denotes the
external momentum that flows in and out of the self-energy diagram. Therefore, traces
of the form Tr(y#~"~yPy7~5)—that might show up in the calculation of the self-energy
diagrams—are always contracted either with the metric tensor g,, .., ti € {1, v, p,0}, or
with p,,p.,. Both the contraction between the problematic trace term and the metric
tensor g,, ., and also the contraction of the traces with p,, p,, vanish. Therefore, traces
of the form Tr(y#~"~y~7v5) do not contribute to the calculation of O(Nyasa) corrections
as there are not enough external momenta to produce non-vanishing contributions.

Throughout this work the guiding principle in the treatment of v5 was to combine UV- or
IR-divergent terms in such a way that their combination is free of UV or IR divergences be-
fore calculating traces that include 75. If we now consider O(asayy,) corrections that do not
involve closed fermionic loops in gauge-boson self-energies (these contributions have been
discussed above), then there are no sources for traces of the form Tr(y#~"v”y775) on the
amplitude level. Therefore, in O(asavy,) corrections these traces are typically coming from
closed fermionic loops that are produced in the interference of amplitudes contributing
to squared matrix elements. By constructing combinations which are free of divergences
before evaluating problematic traces we are able to evaluate these combinations in four
dimensions. In four dimensions we can use all the usual properties of the trace (cyclicity
and ) and the problem of continuing the definition of the trace to d dimensions is
avoided. As an example we now show how we can rearrange terms in the calculation
of the double-virtual initial-initial QCD x weak O(asay,) corrections to obtain IR- and
UV-finite combinations. The individual contributions to this set of O(asay,) corrections
and their calculation is discussed in Section [6.3.1l A similar procedure can be applied to
the real-virtual O(agay,) corrections discussed in Section [6.3.2]

In the calculation of the O(asay,) correction to the qg — £/ squared amplitude (6.12]) we
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used the renormalized O(asay,) formfactor (6.11]). The correction to the squared ampli-
tude M\qug\gfi,n,m is therefore free of UV divergences and only contains IR divergences.

. . . qq—el
In order to isolate these IR divergences we write My jy 11pa @8

_ — -\ X
qq—ee _ qq—et qq—tt
MVS®VW,II,PA = 2RG{MVS®VW,ILPA MLO,Z (C.8)
IR div. IR div.
- - *
qq—Ll qq—Le
+ 2Re{MVW,I,PA (M S,LPA
IR div.

+ IR- and UV-finite terms
= 2Re{d77(¢%)} x QRe{M%‘?:IfoA ( M%@@)* }

IR and EV finite
+ IR- and UV-finite terms.

It is important to note that interference products as M%ZZ‘EA Mg,q:ffz A> already contain

closed fermionic loops that lead to problematic traces including 75. Therefore, we do not
evaluate these traces as long as we haven’t canceled all IR divergences and are still in
d # 4 dimensions to regularize these divergences. If we do not evaluate these traces we
also do not need a prescription of how to evaluate them in d # 4 dimensions.

The IR divergences in are canceled by the integrated subtraction term , where
the sum is schematically given by

0 1 00 707\ "
M oy, mpa - 2(,iz<za;2b)2Re{qu_>LPA (M%qo_fz> } (C.9)

Wy

IR div.

= (QRQ{(S\Z/gq(qZ)} - J2(72 (Zay Zb)> X 2R6{M(\I/q“:}ljf;A <M%%?§Z> }

TV TV
IR and UV finite IR and UV finite
+ IR- and UV-finite terms.

We have now combined terms so that all UV and IR divergences are canceled. There-
fore, at this point we can omit dimensional regulirization and set d = 4 such that the
problematic trace contained in M%‘j:l%A (M{%ff) can now safely be evaluated in d = 4
dimensions.

It is important that we were able to factorize the IR-divergent QCD corrections from
the amplitude and that M’{,‘jw_fng is a renormalized amplitude and therefore free of UV
divergences. Due to the factorization of QCD corrections and renormalization we were
able to combine terms in such a way that the dimensional regulator is not needed any
more and traces can be evaluated in d = 4.
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Explicit form of the gauge-boson self-
energies at O(asx)

The auxiliary functions used to express the gauge-boson self-energies in Section [5.2.4]
depend on two-loop two-point integrals of the form

271’ 2€
Sabcde(p2>m%7m%) = ( 17f2 ) /dD /qu2 - )b
1

g+ 02— m2 (@1 + @22 —mlJ (@1 + @+ p)? — mJ°

where a graphical representation of these integrals is shown in Fig.|D.1} The prefactor of
the integrals is chosen such that reducible integrals contained in the integral family S, peqe
decompose into the product of the standard one-loop integrals as defined in Refs. [60].
In the W-boson self-energy at zero-momentum transfer used in the application of the G|,
input-parameter scheme one additionally needs the two-mass two-loop tadpole integrals

Tope, defined by

Tﬁ@ﬁm@:(Q;2>(/&@/ﬁ%2%)@ Wm&m+@)—m%‘(Dm

, (D.1)

One can choose a set of master integrals such that the auxiliary functions fy (k= 1,...,4)
can be expressed in terms of these master integrals [115],
Filsom?®) = 2 Siomo + o |2~ 3¢ 42 4 4(1 )u+2)m25
s, m —— |2 — 36+ 2¢ —€ €)—
1 9g 10110 23— 20)¢ S 11110
Q@+p Q+aq+p
p p
a1
7 a1+ q

Figure D.1: Two-loop sunset topology, corresponding to the self-energy integral Syp.qe defined in

Eq. (D.1)).
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4e

1 (1—¢€)(2—€+26%) 2m? 2(1 — 2¢)m?
- - + Soi111
3 — 2 (3 —2¢)s dm? — s
2[2—6e+ T — 26 2(2— 3¢+ 26*)m? g
€s 3 — 2 4m? — s 01120
m? [_ 2 — 3¢ + 2¢2 4(1 — e)m?
(

1 —2€)(3 — 2e¢) 4m? — s } Soz020, (D-3)

2¢s

2
-y
Jolsm) = (5 Sowo 55, : s

N 1 {(1 —€)(3—3e+2¢%)  2(1 — 2¢e)m?

3— 2 C Am?— ]50““

1 — 2¢ 1 6 —9¢+2¢2  4(1 — 2¢)m?
( ) [— +( ) }511110

€
P 2 2-3et2¢
2m {(3 —2¢)s  €(4m? — s) Souz0

1 C2(1-¢)
(3—2¢)(1—¢)s €e(dm? —s)

+m? [ } S02020, (D-4)

€ 2m?

f3(8,m2) = — (3 — 26) |:1 — 9 + 4m2 — S:| 50112() +

2(3 — 2¢)m?
(1 —2¢)(4m? — 5)302020’
2(3 — 2¢)m?
(1 —2¢)(4m? —

(D.5)

1 2m?

fa(s,m?) = (3 = 2¢) L o T o2 S] So1120 —

8) 5020207 (D6)

with suppressed arguments of the integral functions Sypeqe(s, m?, m?). Analytic expres-
sions for all master integrals in the last expressions and also the ones in the following
expressions can be found in [115]. The auxiliary function f, (k = 5,6) are given by

(1 —2¢)(mi + mz)} Siot1o

f;,(s,mf,mg) = [1 — €+

2(3 —2¢)s 8s
1 2 mi  mj
—— (2 —3e+2 2(1 — 1—2¢)— — —
+16(3—26)6|:< €+€)<( ‘) = )5 52)
2 M5 N msy
—(2—36)( ) —+4(1—26 )8—2 (2 5€e + B¢ )?:|511101
1 (1—¢€)(2— €+ 26 N (1 —2€)(1 — €*) m3 +m3
16e 3 — 2¢ 3 — 2e s
2,2
+4(1 — 2¢) mlmﬂ So1111
N ﬁ 2(2 — 6 + Te? — 2€3) (234 2¢2)m? n (2 — Te + 26*)m3
8es 3— 2 (3 —2¢)s (3 —2¢)s
2(2 — 3e + 2¢)mi(m3 — m3 — s)
- 3 Sot102
m2m3 [(1—2¢)(2—¢€)  2(1 —e€)s(m? +m3 —s)
S00220
8es? | (3 —2¢)(1 —¢) A

m3 [(2—17e + 26€* — 8e*)m3 + (2 — 3e + 2€%)(m? + 2(1 — €)s)
16€s (1 —2¢)(3—2¢)(1 —€)s
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8(1 — e)mim3
—l——( /\) : 2] So0202; (D.7)
32 ([(1—26)s—m2+m32 mi(s—m?+m3)
fo(s,mi,m3) = 1 { [ 2(1 — 26)13 2 : )\1 221 So1102
2 2 2
my 1 mi—+m;—s
S
Ly [2(1 s ) } 00220
2 2
ms 1 2mj
_ S, D.8
1— 2 |:2(1—€)S+ ) } 00202} (D)

with the Kallen function

A= (s —m? —m3)* — 4m3im} (D.9)

and the arguments of the integral functions given by Sgpede(s, m?, m3). Note that the

interchange (mg4;, <> my;) of the up- and down-type quark masses in and
also concerns the arguments of the integral functions; this change of arguments can,
however, be achieved by rearranging labels in S,j.4. using the symmetries of the two-loop
two-point integral family

Saede(P?, M7, m3) = Sadene(p?, M7, m3) = Sachea(p®, M3, m3) = Sacass(p®, m3, m7). (D.10)

For massless fermions, we only need the functions f; and fs,

Arp® O\ ,[1 55
Fi(5,0) = 4fs(s,0,0) = (_S & io) (1 + ) {g =G O(e)} . (D11
The auxiliary functions f; (k = 7,8) are given by
pontont) = 5725 [ + )
-1 _Z%(Té S Sooo + %Tm(mi,mg), (D.12)
fs(mi, m3) = 10 (_36_)(216)_Tri>/\0{ [(1 —e)my — (2 - E)Wﬂ Soozo2 + M 500220}7 (D.13)

where ) is obtained by evaluating \ in at s =0,
Ao = (m] —m3)?, (D.14)

and the integrals S,peqe have the arguments Sypeqe (0, m3, m3).
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Appendix L.
Results for convolutions of integrated an-
tennas

This appendix contains results for the convolutions of integrated three-parton antennas
and mass-factorization kernels. Before stating the explicit results we start by proofing the
two identities relevant for the evaluation of convolutions of functions f(z,y), h(x,y), g(x)

and plus distribution given in (6.37)) and (6.38)). We begin with the proof of ([6.37)),

[f ®h] (24, 2) / dxl/ dzy f(xy,29) b (2 Z), (E.1)

which can be derived in the following way

—_

[f @ R] (21, 22) = / doydas dyidys f(21, 22) h(y1, y2)0(21 — 2191)0(22 — T2Y2)

(/ dxz/xl i —Ul>f(x1,x2)h(vl Z)
I ( [/ [ e [ 2250

0 <T; <zlé6(zl v;)=0

X f(xl,l’g) h <ﬂ %)

||zw e s

X2

/ da:l/ dzy f(x1, x2) (z1 ZQ). (E.2)

Similarly, the proof of (6.38]),

D, ® g] (2) = /: dxw Fg (f) _ g(z)] " g(2)log" (1 — 2) (F.3)

1—=x

reads

Do © ) () = / da dyD, (2)g(y)5(z — o) (B.4)
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/ ar g =D ) 5 — ) — 6z )

-fa [ S () s

v<z<z:>6( v)=0

[l [ (D) ote g0 [0
:/21 dxlmgl(_;;x) Eg (g) —g(z)} —g(z )/O dx—logl(i; ?)
)=o)

:/Zl dxlogZ(i; x) {ig (g o) g(2) loi;"lll(l — 2)'

Note that (6.38)) can also be rewritten as

D0 @] () :/ dxbgz(l—_@ [lg () - %g(z)} L 9) 107%: (-2

— (E.5)

T
T

Especially if the function g convoluted with the plus-distribution D,, is rather complicated
using this form instead of sometimes leads to more compact results of the integrals
as we have shifted the fraction z/x from the function g to the logarithm in the last
equation.

E.1 Results for convolutions

The convolutions of integrated antennae and mass-factorization kernels or convolutions

of two mass-factorization kernels in (6.27) to (6.30) can be expanded in € = 454, e.g.

B (S;thg):(f)e <[ ®A2qgr + [Tl ®A3qu

1 €t €3

[T A

4,9

-2 -1
Lo ) e,

€2 1

+ MY oA ] +(9(61)>. (E.6)

€

We note that due to the symmetry of the integrated three-parton antenna A9, (z1,22) =

Ap, (2, 1) We have

[F,(;) ® qu g] (s;21,22) = [ ) ® qu g} (8;22,21), (E.7)

which reduces the number of convolutions that have to be calculated explicitly. As the

results for the coefficients are rather lengthy we present them only in terms of master
integrals that can be evaluated with (6.33]) to (6.36)), (6.37), and (6.38]):

[T @ A

94,9

], =o. (E.8)
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1
4
51— 2)[hn © hal(21) — 26(1 — 2)[Do © ha] (1) (F.10)
+ é(S[Do % Dol (1) 6(1 — 2) — 321 6(1 — 2) — 322 6(1 — 1)

+ D()(l — 22>(65(1 — Zl) — 421 — 4)
—30(1 —21) —35(1 — 29) + 22129 + 221 + 229 + 2),

-3
[Fg?@AO }1 -

a9,9

[T © Aggl,

9,9

(—36(1—21) —4Do(1 — 21) + 221 + 2) §(1 — 29), (E.9)

2_

T ® AL

aq a9,9

|7 = 4—18(—48[2)0 & Di](21) 6(1 — 2) + ﬁ{lé@(log@)zf Flog(2) (B.11)

+ 224 (27 — 1) log(l — z1) — (22 + 1) log(z; + 1) — 22, + 1)6(1 — 22)}
1 {18(108(2)23 + log(2) + 2 + (3 — 1) log(1 )

— (25 + 1) log(zo+ 1) =222+ 1)6(1 — 21) } — 36 D1 (1 — 22)(1 — z1)

— 212 (21 + 1)0(1 — 2) + 47 *Do(1 — 21)6(1 — 23)

— 36Dy (1 — 21) §(1 — ) +37%0(1 — 21)6(1 — 2,)

_|_

— 48[y ® Do)(21)Do(1 — 22) + 22—1_1{24190(1 _ 2) (log(2)#2

+1log(2) + 25 + (25 — 1) log(1 — 22) — (25 + 1) log (22 +1) — 220 + 1)}
+ 18(29 + 1)Do(1 — 1) + 18(21 + 1) Dy(1 — 22)
— 36Dy(1 — 21)Do(1 — 25) + 24(21 + 1) Dy(1 — 2)
— 48Dy (1 — 21)D1(1 — 22) + 24[Dy ® Dy)(21)(22 + 1)
1

zo — 1

+ (25 — 1) log(l — 20) — (25 + 1) log(za + 1) — 2 20 + 1)}
1

(i + D(z+ (2 + 2
+223(28+3 2+ 1)
+ 2222y + 25 + 25 + 22+ 1)
+22125(25 +3 2+ 1) + 25(25 + 222+ 2)) })
—0(1 = 29)[Doy @ ha](21) + 0(1 — 29)[ D1 ® hy](21)
+ (1 — 22)[h1 ® ha](21) + 2 Do(1 — 22)[Do @ hq](z1)
— [(Do ® hs(22, 21)](21, 22)) — Do(1 — 22)[h1 ® M](z1)
+ [h1 ® h3(z2,x1)](21, 22) — hi(22)[Do & hi](21),
1

8 © Aa)y = 5 ( — 24Dy © Di](21)(22 + 1) — 18 Dy(1 — 21) (2 + 1) (E.12)

+48[Dy ® D1](21) Do(1 — 23) — 47*Do(1 — 21)Do(1 — 23)
+ 36 Dg(l - ZQ)Dl(l - Zl) + 48[DO X Do](Zl)Dl(l — ZQ)
—18(z1 + 1)D1 (1 — 23) + 36 Do(1 — 21)D1 (1 — 2)

{12(z1 + 1)(log(2) 25 + log(2) + 23

)2{18(zf(2z§ + 229 + 1)
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+24Do(1 — 21)Do(1 — 23)

—3m°Do(1 — 22)6(1 — 21) + 18 Do(1 — 23)0(1 — 1)
+ 24[Dy ® Ds)(21)0(1 — 29) — 8(z1 + 1)(30(1 — 22)
+16¢3Do(1 — 21)8(1 — 22) — 37 Do(1 — 21)0(1 — 22)
+ 18D5(1 — 21)0(1 — 22) + 12 (30(1 — 21)0(1 — 22)

— 4Dy @ Do) (21)720(1 — 2)

1
1 {18Dy(1 — 25) (log(2)z} + 27 — 22
21 —

+ 10g(2) + (21 = Dlog (1 — z1) — (27 + 1) log(z + 1) + 1)}
{18 Do(1 — 21)(log(2) 25 + 23 — 225 + log(2)

+ (22 — 1) log (1 — 22) — (25 + 1)log(z2 + 1) + 1)}

{24[Dy ® Dy)(21)(log(2)25 + 25 — 2 2 + log(2)

Z9 — 1
+ (25 — 1) log(1 — 25) — (23 + 1) log (2 + 1) + 1)}
1
(21— D)z + Dz — (21 + 22)2(22 + 1)

X {18( 2522 +1og(2)2 4 1og(2) 2227 + 2927 — 225 log(1 — 2)27

+ 29log(l — z) 20 + log(l — 29)2) — 225 log(zp + 1)}

+ 423 log (21 + zz)zir’ + 20 — 42527 + 2log(2) 222 + 422 2} +log(2) 2]
+3log(2)z02) + 2027 — 423 log (1 — 25)2] + 329 1log(1 — 23z}
+log(1 — 29)z] — 622 log(zo + 1)z} + 1222 log(z; + 22)21 — 2}

— 22523 + 2log(2)z5 2 4+ 62520 + 4log(2)2528 — 2 2327
+21log(2)2 + 4log(2) 2027 — 22927 — 225 log(l — 2)2}

+ 225 log(1 — 2p) 2} + 422 log(1 — 25) 2} — 4z log(1 — 29) 2}

— 225 log(zo + 1)22 — 23 log(zy + 1)z — 221log(zp + 1)23

— Tzglog(zg + 1) 27 — log(zg + 1)27 + 425 log(21 + 29) 2}

+ 12z log (21 + 22)28 + 2log(2) 2527 + 42527

+4log(2)z8 22 — 22527 + 6log(2) 2527 — 22227

+21og(2) 27 + 6log(2) 2027 — 425 log(1 — 29)27 + 425 log (1 — 29)27
+ 223 log(1 — 22)21 —2log(1 — 2)2} — 8 zylog(zo + 1)z}

— 323 log(2a + 1)2f — 323 log (25 + 1)

— 329log(zy + 1)27 — 3log(z + 1)2% +12 2y log(z; + 29)23

+ 4log(21 + 29)22 + 10g(2)z2 21+ 2521 + 3log(2) 2521

+ 2321 + 4log(2 )z221 2 2521 + 6log(2)z5 2

+41og(2) 202, + 25 log(1 — 23) 21 + 325 log(1 — 2) 2

—423log(1 — 25)21 — 25 log (25 + 1)21 — 325 log(zo + 1)z,

— 925 log (2o + 1)z — 3 23 log(zy + 1)21 — 220 log(ze + 1)z
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+ 1223 log (21 + 22)21 + log(2)25 + 25 + log(2)zy — 2,

+2log(2) 25 + 2log(2)z3 — (2, — 1)

X ((225 + 220 + 1)2] + (4o + 1) 21 + 222(25 + 25 — 2)7}

+ (425 — 220 — 2)2] — 25 (22 + 4)21 — 25(25 + 220 4 2)) log(1 — 21)
— (225 + 20+ 1) 22+ (823 + 320 + 1)z}

+ (225 4+ 23 + 322 + 920 + 1) 23 + (625 + 25 + 325 4 320 + 3)23

+ 29(725 + 320 +2) 21 + 25(22 + 3)) log (21 + 1) + 25 log(1 — 29)

+ zylog (1 — 23) — 225 1og(1 — 23) — 25 log(2zy + 1)

— zlog (22 +1) — 2 log(z + 1)

— 325 log(zo + 1) + 423 log (21 + 22))})

+ %7?2(5(1 — 22)[Dy ® ha](21) = 0(1 — 22)[Do @ hyl(21)

_ % §(1 — 29)[ Dy @ hy](21) + 0(1 — 23) [h1 @ hy](21)

3
— Z_lh4(21)5(1 — ZQ)

~ 2ha(22)6(1 — 2) ~ 2 D1~ 2)[Do @ In](21)

+ Dy(1 — 22)[Dy @ ha(z1)

— (Do ® hs(y1, 22)](21,22)) — Do(1 — 22)[D1 ® ha](21)
+Di(1 — 22) [ ® (1)
)

1
— Do(]_ — 29 [hl X hg](Zl) + Eﬂ-th(zl)DO(l — 22)

- %hl(zl),DQ(l = 22) = ha(22) Do(l = 21)

+ [h1 @ hs(y1, 22)](21, 22) — ha(22)[Do ® ha](21)
+ h1(22)[D1 ® ha](z1) + ha(21)ha(22).

T e 1" =0, (E.13)

L0 ® A, 1,7 = = hiE(z2)d(1 - 21), (E.14)

[T ® A%, 15" = — 5hE(2)(~2Dp(1 — 1) + 21 + 1) (E.15)
+0(1 = 21)([Do ® hi*](22) — [11* ® ha](22)),

[T @ A%, ,]; " = T EE) (60— 22) =12 Di(1 - =) (E.16)

+ %;_1{6(10g(2)z12 +log(2) + 23
+ (22 —1)log (1 —z1) — (2} +1)log(z +1) — 22 + 1)})
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+—5(1 = 2)[D1 ® h%](25) — 6(1 — 21)[h%E @ ho] (22)
+ (h1(21) = Do(1 — 21)) [Do @ h®](z2) + Do(1 — 21) [h1* ® h](22)
— ([1® ® hs(z9, 21)(21, 22)),

[F(l X qu 9}0 - — %726(1 — 21>[D0 (029 hqg](ZQ) + ;5(1 — Zl)[Dg X hqg](ZQ) (El?)
+ ngh(fg(Zz) 6(1 = z1) = 0(1 — 21)[h}® ® ha](22)
+ D1 (1 = 21)[Do @ h{¥](22) + (Do(1 — 21) — hi(21))[D1 @ hi¥](22)
112 thg(ZQ) Dg(l — Zl) + %h?g<22) DQ(]_ — Zl)
—Di(1 - 21)[h}* @ h](22) + Do(1 — 21)[1}® @ ho](22)
— [h1® @ hs]a(21, 22) + ha(21)[Do @ hi®](22) — h{®(22)ha(21),
T8 ® Ayl =0, (E.18)
[T ® A, ], =0, (E.19)
[T @ A%, 117 = = ZBE()(30(1 — 22) + 4Do(1 — z1) — dhn(=1)), (E.20)
M0 @A, ] = = Do ® hi (@1, 2)](x1, zQ> + (W (Y1, 22) @ Ba) (21, 22) (B.21)
— h{#¥(22)[Do ® h](z1) + (hqg(zz)(—35(1 — 21)
— 4D0(1 — Zl) + 4h1(21)) + hqg(ZQ)(3D0(1 — Zl)
+ 4[Dy @ Dyl(21)) — 3h3®(z1, 22)),
[T @ A% g]o = i(—3hgg(z2) §(1 — 21) + h¥8(2)(3Dy(1 — 2) (E.22)
+4[Dy ® Do](21)) — (h{*(22)(3 D1(1 — 21)
+4[Dy ® D1](21))) — 4 h¥(20)Do(1 — 21) — 3 h%5(21, 2)
+ 4hy(21)hg® (21, 22)) — [Do @ hg®(y1, 22)](21, 22)
+ [P1 @ h5®(y1, 22) (21, 22) — h3*(22)[Do & ha](21)
+ hi*(22)[D1 @ hi](21).
T & A3, ] =0, (B23)
05 ®Ap,,),° =0, (E.24)
[T @ A%, 17 = = 201~ 2)(4[Do ® hfE)(22) + 3 () — 4 © (=), (E.25)
[Fg? ® A(g]qy];l = —0(1 — z1)[Do @ hg®](22) — [Do & h3*(z1, xa)](21, 22) (E.26)

+0(1 — 21)[h5® @ h](22) + Do(1 — 21)[Dy @ hi*](22)
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— Do(1 — z1)[hE @ hi](22) + [h55 (21, y2) @ ha](z1, 22)

— ()61 — 22) — AE)Do(1 — 1) + K1, ),
MW@ A% 10 = —5(1—21)[Do @ h¥](25) + 6(1 — 21) [l @ h¥](2,)
— [Do @ hg®|(21,y2)](21, 22) — D1(1 — 21)[Do @ hi®](22)
+ Do(1 — 21)[Do ® h3®](22) + D1(1 — 21) [T @ ha(22)
— Do(1 — 21)[h5® @ hi](22) + [ @ h5®(21,42)](21, 22)
— 208 (2) 61— 1) + () Dy(1 — )
— hg¥(22) Do(1 — 2z1) + h3®(21, 22)).
[F‘(Z}J) ® A(g]qvg} ;4 =0,
[FI(I;) ® qu,g} 1_3 =0,
[T @ A0, 1,7 =601 — 21)(— (b @ h{¥](2)),
[T @A 17" = —6(1 — 20)[h3E @ h$®)(22) + Do(1 — 21) A% ® h$E] (22)
— ([P5®(21, 22) ® h{®](21, 22)),
5 ® A7, g} —0(1 = 21)[h3® @ h{¥](22) — D1(1 — 21)[1]® @ hi®](22)

+ Do(1 — 21)[hy® @ hi®](z2) — ([h5® @ hi®](21, 22))

[Ty o], =0,

e I‘“)}*S =0,

[T @ TWT ™ =5(1 — 22) ([l ® ha](21) — 2[Do @ hu](21))
+ Em — 29)(96(1 — 21) + 24 Dy(1 — z)
+16[Dy ® Do) (z1) — 24hy(21)),

%) @ TR], " =0,

[T © TRT) =0,

[F( ) @ T4 )} =0,
[F(l) ® I’(l)} =0,

(E.27)

(E.33)
(E.34)
(E.35)
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[TV @ U] % =6(1 = 20) ([ @ I (22) — 2 [Do & I (22)) (E.40)
- %5(1 —21)(99(1 = 22) +24 Do (1 — 2)
+ 16[Dy @ Dy|(22) — 24h1(22)),

T Ty, =0, (E.41)
0
Ty eTd], =0. (E.42)
Ty Ty, =0, (E.43)
-3
[Fé}]) ® FSI}])]Q =0, (E.44)
3
[T @ TR1," = 7 (22)8(1 = 20) +8(1 = 21)([Do @ hi¥)(z2) — 1 © h)(z2)). (E45)
Ty Ty, =o. (E.46)
0
Ty erd], =0 (E.A7)
1
hi(x) = ; -, (E.48)
1
hE(z) =2* — x + 3 (E.49)
1
ho(z) = — =1 (log(2)a* 4 log(2) + z? (E.50)

+ (2* = 1)log(1 — x) — (2* + 1) log (z + 1) — 22 + 1),

hyE(x) = %(—2103;(2);1:2 + 2log(2)x — log(2) + (=22 + 2z — 1) log(1 — z)
(E.51)
+ (20 — 2z + 1) log(z + 1) — 1),
1
") =S I+ O (B.52)
Az 2 + 2y + 1)+ 22" + 3y + D) +22° (' + P + P Hy+ 1)
+2 2y +3y+ 1)+ (P + 2y + 2)},
2z + 1)1(33 +y)? 2y 4+ 222y = ) (E53)
+ 34y Ayt - 207 — 4y - 1)
+2%y(dy' + 8y — 8y* —dy — 1)
+ay (P + 207 —dy — 1)+ (29° -2y + 1)},

hgE(z,y) =
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hE(w) =

hs(z,y) =

1
24(z —1)
—12(log(2) (z° + 1) + (x — 1)*)log(x + 1)

+ 12log(1 — x)(log(2)(2* + 1)

— (22 +1) log(z + 1) + (z — 1)?) — 241og(2)z
+ 121og(2) — m?2® + 6(2* — 1) log*(1 — )

+ 6(z* + 1) log®(z + 1) + 72},

{61og(2)?2? + 61og(2)* + 121og(2)z? (E.54)

1
ﬂ(1210g(2)2gc2 — 121log(2)%z + 61log(2)* — 12(2 log(2)a* (E.55)

— 2log(2)x 4 log(2) + 1) log(z + 1)
+121og(1 — )(2 log(2)z* — 2log(2)x + log(2)
+ (=222 + 2z — 1) log(z + 1) + 1) + 12 log(2)
— 2122 + 6(22% — 22 + 1) log?(1 — )
+6(22% — 22 + 1) log*(z + 1) + 272z — 72),
1
2~ D + Dy~ D + D@ 19
x { = 2y°2° +log(2)z” + log(2)yz® + yaz° — 2y’ log (1 — y)z°
+ylog(1l —y)a® +log(1 — y)a®
— 2y log(y + 1)2° + 4 y® log(z + y)°
+ 2° — gtz + 2log(2)y*2? + 4y* 2t 4 log(2)2? + 3log(2)ya*
+ya* — 4y log(1 — y)a* + 3y log(1 — y)a*
+log(1 — y)z* — 6% log(y + 1)z*
+12y%log (x4 y)a* — 2* — 2y°2% + 21og(2)y 2> + 6y°2®
+4log(2)y? o — 2y%2® + 21og(2)2®
+ 4log(2)yx® — 2yx® — 2y° log (1 — y)a®
+ 2y log(1 — y)a® + 4y* log(1 — y)a*
— 4ylog(1 —y) 2* — 2y° log(y + 1)2°
— P log(y + 1)a® — y*log(y + 1)a* — Ty log(y + 1)a*
—log(y + 1)2® + 49° log(z + y)a®
+12ylog (z + y)z® + 2log(2)y*z? + 4y*z® + 4log(2)y*z?
—2y32% + 6 log(2)y*2? — 2y22? + 21og(2)z?
+ 61og(2)yx? — 4y* log(1 — y)x? + 4y log(1 — y)a”
+ 292 1log(1 — y)a? — 2log (1 — y)2? — 8y*log(y + 1)
— 3y log(y + 1)2* — 3y*log (y + 1)2?
— 3ylog(y + 1)a* — 3log(y + 1)a?
+ 12y log(x + y) 2° + 4log(z + y)a*
+1og(2)y’z + v’z + 3log(2)y'x
+ oyt 4+ 4 log(2)yr — 2y°z + 6log(2)y*x + 4log(2)yx

(E.56)

175



Appendix E. Results for convolutions of integrated antennas

+y°log (1 —y)z + 3y*log(1 — y)z — 4y log(1 — y)x
—y’log(y + 1)z — 3y log(y + 1)z — 9y” log(y + 1)z

— 3y”log(y + 1)z

— 2y log (y + D + 12y° log(z + y)x + log(2)y® + y° + log(2)y*
—y'+2 log(2)y’ + 21og(2)y” — (y — (2> + 2y + 1)2°
+ 4y + Dat* + 2y (y* +¢* — 2)a?

+ (4’ — 2y —2)2® — P (y + 4)x

— (¥ + 2y +2)log (1 —x) — ((2° +y + 1)a°

+ (82 +3y+ Dt + (2 + 92 + 32 +9y + 1) 2?

+ (65" 4+ 4° + 3y* 4+ 3y + 3)2® + y(Ty* + 3y + 2)x

+y*(y +3))log (z +1)

+y°log(1 —y) + y*log(1 — y) — 2 log(1 — y)

—y’log (y+1) —y'log(y + 1) — y’ log(y + 1)

— 3y log(y + 1) + 4y*log (z +y)},

1
hgg(:l?, y) <I2 _ 1)(£ + y 3{ - 2y3x6 - 2y3 log(l - y)xG

(E.57)

— 2y log(y + 1)2° + 4y® log(x + y)2° — 6y*a°

— 4y log(1 — y)z° + 2y° log(1 — y) =° — 4y* log(y + 1)2°

+ 2y log(y + 1)x° + 8y* log(x + 1) 2° — 4y log(x + y)z°

+ 2log(2)y*r* + log(2)z* — 2log(2) yz* — 6yx* — 4y° log(1 — y)a*

+ 4y’ log(1 — y)x + 2y log (1 —y)a*
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+ 8ylog(x + y)x? + 2log(2) v’z + 4log(2)y x

—5log(2)y*z + vz + 31og(2)y’x

+3y" = 2(y°° + y* (29" - 1)

+y2y* — 20 — Da® + (2y* — 202 + 1) 22

+2(y° +y)a +2y%) log(a + 1)z

+2y°log(1 — y)x + 4y log (1 — y)x — 5y° log(1 — y)x
—y*log(1 — y)z — 2y’ log(y + 1)z — 4 y* log(y + 1)z

+ 5y log(y + 1)x — Ty* log(y + 1)z + 8y*log (x + y)x
+21og(2)y® — 2log(2)y* + log(2)y® + v*

+(=20%2% + (2 4% — dy")a” + (—4° + 47 + 297 + 1)t

+ (—4y* +6y° +y — 1)2°

+y(6y° —4y* =3y — 1)a* +y°(2y° + 4y° — 5y — 1)z

+9° (207 — 2y + 1)) log(1 — ) + 2y” log(1 — y) — 2y log(1 — y)
+y°log(1 —y) — 2y° log(y + 1) 4+ 2y*log(y + 1) — v’ log(y + 1) }.
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Appendix E

Convolutions in integrated subtraction
terms

In this appendix we show that the convolution over z, and z, between the integrated
antenna string .72(1) and the partonic cross section, as in (4.82)), can be shifted to become
a convolution between the antenna string and the PDFs, i.e. we prove . This leads
to a more stable numerical evaluation of the occurring convolution integrals than ,
where the integrated antenna string is convoluted with the partonic cross section. Starting
from one can obtain just as the result of a change of variables (use u; = ¢; z;,
and subsequently renaming u; — (;, i = a,b),

1
: dccdc_C/ e 1 (G o (6) T QP 0 ) 460 2P )

0
1
dda g dza dzb (Ca) (Cb) (1) ~LO
/O Ca Cb/ / J (Q Za,Zb)dO' (CaPa7<be)7 (Fl)

where Q2 = 2, PP, and Q? = 2,2, Q%. However, when applying a change of variables
to an integrand that contains “+”-distributions care has to be taken. The following result
shows that is still valid even though the integrated antenna string might contain
“4+7-distributions,

/ o () @)D ) S
/ dga/ cofu () 2 )<<Q2) Zf (Z“C”—(cacyi)*f(ca))

1—za ”

B log"(1 — za)< Ld¢, 9\ —e B ld_Qz 2\—¢ )
s — L TR @) T - [ ) G0 )

—
use uUq=CqZ%a

-/ gz, 081~ 2) (i a2 (“—) (@) () — [ %1 () (@Q?)‘ef(éa))

0 1— 2z, Za Ugq 0o Ca
1 d “ Za d " o
- [ Eoa-a [T (S) e
0 a 0 a
——

=y €26(2a—Ca)
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:/”%%@m— 20— () @@ s

2a Ca

:Adgéf% affﬁ«@wﬁ@» (F2)

(x) is some function (e.g. the partonic cross section). This

where we use Q7 =
rather lengthy Calculatlon can now be extended (getting even a bit more lengthy) to the
case including also the integration over z;, and (,, which then completes the proof of
for terms in the antenna string Jz(l) which are proportional to “+"-distributions.

Integrated antenna strings can contain regular functions, d-distributions, and “+"-distribu-
tions of z,, z,. The - and “+4"-distributions are defined on integrals over the unit interval
so that we have to understand how to evaluate these on subsets (u, 1) of the interval (0, 1)
in order to evaluate numerically. For regular functions the (numerical) evaluation
of the integral is trivial, where for ¢- and “+"-distributions we make use of

ufamu_@ﬂ@—/ﬂﬂﬂl‘@ﬂ@‘/z”&“wﬁ@>

0 J0

TV
=0, since u<1

:/U de (1 — 2)f(2), (F.3)

[rresta[{5] = [ west 5] = [ awoto [125],

where one needs

/Ou da g(z) H(_xl} - /01 da 0(2)0(u — 2)g(z) Hf;} )

=0, since u<1

! 0(z)0 0(1) O(u—1) g(1
_A(hf@)u>w—xmmw—<> (u—1) g(1)

1—=z

[ ap s #5

— X

in the last step. Using (F.3)) and (F.4) we can rewrite (4.84]) to obtain a form that is
suitable for numerical evaluation

1
0 déiadfib/ = de (Ca) <<_) m(@ Zay 2) A6 (o Pay G )

- ldCa%[ dza % ( ) (@) W 10
B 0 Ca Cb / fa Za (Q Zay % ) g (CaPmePb)

/@dz gﬂﬁn( )f<@)55«f¢mmd&W@ﬂ£ﬂ@
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L d¢, dGy Az dzy , (G ¢ - .
= | < c_bb . Z—:fa (z) fo (Z—’;) Lo jmma1ley o1 T8 (@2 20y 2) A6TC (P, G B),
(F.6)

where the contribution in the third line vanishes because (;/z; > 1, i = a,b, and therefore
fi(¢i/z) = 0, as the probability of a parton to have a larger momentum than its mother
hadron is zero. The functions 1¢,,.,<11¢,/z,<1 in the last line ensure that f,((u/2.) =
fo(G/z) = 0 when (;/z; > 1,7 = a,b, to prevent the evaluation of the integrand in
regions where the PDFs are undefined. Even though jz(l) does not contribute in the final
result, for completeness we mention that it is given by

TG 20, 2) = TV(Q2, 20 2) (F.7)

5(1—2;)—0, Dy (1—z;)— 28l 0=z

1—2z;

181



Appendix F. Convolutions in integrated subtraction terms

182



Appendix G

Collins—Soper frame and the forward-
backward asymmetry

In the partonic centre-of-mass (CM) frame the angle 6 between the quark and the lepton
¢~ can be used to define the partonic forward and backward direction, the forward and
backward cross section

0 do

! ~ do A
or(My) = d cos - og(My) = dcos6 =, G.1
r(Me) /0 dcos6 5(Me) /1 dcos6 (G.1)

and the corresponding partonic forward-backward asymmetry App in analogy to .
If we consider DY-like Z-boson production at LO the partonic CM frame is also the RF
of the Z boson such that the angle 0 is actually measured in the RF of the Z boson. At
a hadron collider we do not have information about the exact partonic initial state and
therefore can not determine the angle of a lepton with respect to a incoming quark in the
partonic CM frame.

To tackle the problem of defining an angle 8*—our definition below follows the proposal
by Collins and Soper and we define 8* as the so-called Collins-Soper angle—suitable
to define a forward—backward asymmetry at hadron colliders, it is desirable to find a
reference frame that has as many similarities as possible to the partonic CM where we
defined é, i.e. we search for a rest frame of the Z boson where at LO the definition of
and the angle 0* agree. The commonly used choice is the so-called Collins—Soper (CS)
frame, and the Collins—Soper angle as given in is actually the polar angle in exactly
this frame. The Collins—Soper frame is a rest frame of the final-state lepton system (or
equivalently the intermediate Z boson) with the property that the z-axis is chosen so
that it bisects the angle between the incoming partonic momentum p$® and the negative
of the second incoming momentum —pgs. Without real radiation (i.e. prg = 0) the
leptonic rest-frame is also the partonic rest-frame and therefore the definition of 0 and
0* agree, such that the CS frame fulfills the requirements that we formulated above in
this situation. For an illustration of the CS frame and the CS angle 6* see Fig.[G.]]
The remaining complication at hadron colliders is the missing information whether p, is
actually the momentum associated to a initial-state quark. Considering the shape of the
PDFs, at large x it is more likely that a quark obtains a higher momentum fraction of the
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A
Y
/)/4 q)CSK/Q
eCS A
»7
Y Y

Figure G.1: Schematic illustration of the Collins—Soper frame and the Collins—Soper angle 0* =
Ocs. The picture has been taken from [164].

parent proton than the anti-quark. Therefore, at the LHC one extracts the direction of
the inital-state quark from the boost direction of the ™/~ pair.

We now proceed with the construction of the Lorentz transformation from the LAB frame
to the CS frame . We start with a rotation which transforms the three-momentum
of the Z boson g5 = pl*B + plAB such that it has only components in the z—z plane,
i.e. we rotate around the z axis with

0 0
cos ¢y Singy

—singy cosoy
0 0

(G.2)

g —
ALAB—>10ng,V -

o O O =
— o O O

To calculate the angle ¢, we need the decomposition into longitudinal and transverse
components

a 0
i iz iz 0 4z iz
97 =q, +qr = + {75 | Qr = \/ @1 q1 5 (G.3)
0 az
a 0
and obtain
arccos &1 > (0 and >0
¢Z — QTqT ) QT QT,2 - (G4)
— arccos ot Q1 > 0 and gr2 < 0.

After the application of the rotation Aras—iong t0 q%AB we obtain a four-vector that is an

element of the t-x-z space in the “longitudinal” frame. We now want to construct a boost
Ajongsrr from the longitudinal frame to a rest frame of the Z boson, which we obtain
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from a general Lorentz boost in direction v = 1°ng / quIlg

Al N v
ong Ity -V 13 + |v|2 (7 - 1)

qz,0 —QT 0 —qz3
Qrqz3
— L _QT QZ + qz, 0+QZ 0 qz,0tQz (G5)
Qz 0 0 Qz 0
. QTaz,3 Qr
9z3 4z,0+Qz 0 QZ + 4z,0+Qz
with Qz = v/q%, v = qZ%g/QZ, and all entries in the last matrix have to be understood in

the longitudinal frame. The last step is to rotate from the RF of the Z boson to the CS
frame, where the z-axis bisects the momenta of the incoming partons p$® and —p$S. After
the application of the first rotation and Apap_iong and the subsequent boost Ajgne_srr to
a RF of the Z boson we obtain momenta of the form

qRFO pRFO
Z +
O p%F 1
RF, RF, +
qZ H= 0 ) pgi "= EO 5 (G6)
0 p?iF 3

with no non-vanishing components in the y-direction in the RF. Note that pitf + pRF
coincides with ¢2¥ without IS radiation. It is therefore reasonable to rotate around the
y-axis by an angle a to get to the CS frame,

, (G.7)

1 0
AR _ 0 cosa 0 sina
RF—CS,v 0 0 1 0
0 —sina 0 cosa
where we have to choose a such that the z-axis bisects the momenta p$S and p§®. This
leads to the condition

Cs CS \ CSLCS

| —pSe
p&) S cos (£(pS®, e5%)) = cos (£(py®, e5°)) = % (G.8)
C b

By writing the last equation in terms of momenta in the RF of the Z boson constructed
above

3 RF,u RF,p
ARF%CS 1 DPa i ARF%CS Py

I by |

(G.9)

we can obtain a quadratic equation in x = cos «

$'Ca,1_vl_x2'ca,2;_x'CbJ‘l‘\/l_sz‘CbQ (G.10)
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with the coefficients (i = a,b)

pRF,S
Ci1 = T (G].l)
TPl
RF,l
Ci,Z = ‘I;TF‘
[

(G.12)

By solving ({G.10) we can determine the required rotation angle a. The complete trans-
formation from the LAB frame to the CS frame is now given by

I _AK o n
ALAB*}CS,I/ - ARF*}CS,O‘ Along—>RF,77 ALABHlong,V' (Gls)

As the CS frame is a special RF of the Z boson, the lepton momenta in the FS (without
real radiation) have to be back to back and both get an equal share of the energy of the
intermediate Z boson. Considering that the momenta in are only rotated around
the y-axis to get to the CS frame we have

1
M =+ sin 6*
cs, o
Pt =5 0 : (G.14)
4+ cos 6*

Therefore, the CS angle #* can be determined from the FS lepton momenta in the CS
frame by

Cs,3
Py-

T3 (G.15)

cos " =

The last equation can be used to numerically check the validity of (6.88]).
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(German Abstract

Der Drell-Yan-Prozess ist einer der wichtigsten Streuprozesse am LHC und erlaubt unter
anderem die genaue Vermessung der Masse und Zerfallsbreite des W-Bosons und die Suche
nach neuen Teilchen, wie z.B. Z’ Bosonen, in der Region grofser (transversaler) invarianter
Massen der Leptonen im Endzustand. Um die Prézisionsmessungen am LHC sinnvoll mit
Theorievorhersagen vergleichen zu konnen, miissen die theoretischen und experimentellen
Unsicherheiten von einer dhnlichen Grofsenordnung sein. Auf theoretischer Seite waren
die bis vor wenigen Jahren nicht vorhandenen Vorhersagen fiir Korrekturen der Ordnung
O(asa) die grofite Quelle fiir theoretische Unsicherheiten in Vorhersagen von Verteilungen
fiir Drell-Yan-artig produzierte Leptonen.

In , wurden mit Hilfe der so genannten Polapproximation (PA), bei der die Amplitu-
den der Drell-Yan-Prozesse um die Resonanz der W/Z Bosonen entwickelt und die nicht
resonanten Terme vernachléssigt werden, die dominanten Beitrdge in der Resonanzre-
gion berechnet. In Rahmen dieser Arbeit wurden die Ergebnisse in [55,[56] durch die
bisher noch fehlenden “initial-initial” Korrekturen der Ordnung O(asa) zur Drell-Yan-
artigen Z-Produktion komplettiert. Die Klasse der “initial-initial” Korrekturen enthalten
dabei sowohl eine QCD als auch eine elektroschwache (EW) Korrektur in der Produktion
des W/Z-Bosons. Die Korrekturen lassen sich weiter in eichinvariante QCD x schwache
O(asay,) und QCD x photonische (’)(ansaphot) Korrekturen aufspalten, wobei sich Kor-
rekturen vom Typ QCD X photonisch aufgrund ihrer Proportionalitdt zur Ladung der
Quarks im FEingangszustand der Drell-Yan-Prozesse ohne PA berechnen lassen. Das
Auftreten von Infrarotdivergenzen erfordert die Anwendung einer geeigneten Subtraktions-
methode, wobei im Rahmen dieser Arbeit die Antennen-Subtraktionsmethode verwendet
wurde.

Neben der Berechnung von Vorhersagen fiir “initial-initial” O(asa) Korrekturen zu inva-
rianten Masse- und Transversalimpuls-Verteilungen der Leptonen im Endzustand wurden
Korrekturen derselben Ordnung zur numerisch herausfordernden Vorwarts-Riickwérts-
Asymmetrie berechnet. Wahrend die Korrekturen zu invarianten Masse- und Transversal-
impuls-Verteilungen der Leptonen im Endzustand phdnomenologisch vernachléssigbar
sind, erreichen die Korrekturen zur Vorwirts-Riickwérts-Asymmetrie fiir kleine invari-
ante Massen des Z-Bosons eine Grofe von etwa 1% und sind damit insbesondere fiir
den kommenden HL-LHC phénomenologisch relevant. Aufserdem wurde der Effekt von
Photonrekombination auf die Vorhersagen fiir die Korrekturen zur Vorwérts-Riickwérts-
Asymmetrie untersucht und ein vernachléssigharer Unterschied zu den Resultaten ohne
Rekombination festgestellt.
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Da sich Drell-Yan-Prozesse auch zur Suche neuer Teilchen eignen und diese insbeson-
dere in der Region weit oberhalb der Resonanzen der W/Z Boson zu erwarten sind, ist
es notwendig Korrekturen der Ordnung O(agq) auch jenseits der Resonanzregion und
damit auch ohne die Anwendung einer PA zu berechnen. Als Schritt in Richtung einer
vollen O(agza) Rechnung ohne Anwendung einer Approximation wurden im ersten Teil
der Arbeit O(Nyasor) Korrekturen zum Drell-Yan-Prozess berechnet. Diese Klasse eich-
invarianter O(asa) Zwei-Schleifen-Korrekturen zeichnet sich durch ihre Proportionalitét
zur Zahl Ny der Fermionfamilien im Standardmodell der Teilchenphysik aus. Die zu den
Korrekturen der Ordnung O(Nyasa) beitragenden Diagramme erhalten ihre Proportiona-
litdit zu Ny durch das Vorhandensein von geschlossenen Fermion-Schleifen. Diese Ein-
schrankung reduziert die Komplexitat der zu beriicksichtigenden Diagramme und erlaubt
beispielsweise die Behandlung der auftretenden Infrarotdivergenzen mit Ein-Schleifen-
Subtraktions-Methoden, obwohl O(Nyasao) Korrekturen Zwei-Schleifen-Diagramme ent-
halten. Auferdem wurde das in Ein-Schleifen-Rechnungen zur eichinvarianten Behand-
lung von W/Z-Resonanzen genutzte “Complex-Mass-scheme” zur Ordnung O(asa) ver-
allgemeinert.

Die O(Nyasa) Korrekturen zum integrierten totalen Wirkungsquerschnitt oder zu Rapid-
itatsverteilungen der Leptonen im Endzustand stellen sich als phdnomenologisch vernach-
lassigbar heraus, da diese Observablen durch resonante W/Z-Bosonen dominiert werden
und O(Nyasar) Korrekturen in dieser Region vernachléssigbar klein sind. Die Korrekturen
der Ordnung O(Njasa) zu (transversalen) invarianten Masse- und Transversalimpuls-
Verteilungen der Leptonen im Endzustand hingegen wachsen im Bereich grofser (transver-
saler) invarianter Massen bzw. transversaler Impulse auf bis zu 2% respektive 15%.
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