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Lay summary

The Large Hadron Collider (LHC) at CERN (European Organisation for Nuclear
Research) is the largest particle accelerator ever built. In a 27 km tunnel, the
LHC collides protons together at high energies in order to recreate the conditions
of the big bang. These collisions are picked apart in the hope it will be possible

to gain new insights into the laws that govern fundamental particles.

In a high energy collision at the LHC, many of the particles produced do not
make up the everyday matter that surrounds us. For example, the heaviest known
particle is the top quark and only lives for approximately 1072° seconds before
decaying into a cascade of lighter, more stable particles. In order to understand
the particles being produced, it is necessary to build large detectors that surround
the collisions. The detectors work like large, 3-dimensional, 100 megapixel digital

cameras taking up to 40 million images per second.

The Standard Model (SM) of particle physics represents our best understanding
of nature on the subatomic scale. With only a few assumptions, the SM is able
to describe almost all measurements performed in high energy physics. One of
the biggest achievements at the LHC thus far has been the discovery of the Higgs
boson by the ATLAS and CMS experiments which was the missing piece for
many years. Despite the SM now being complete, there are still many gaps and
mysteries which cannot be explained. For example there is no particle in the SM

that is a candidate for the dark matter that exists in the universe.

Many measurements of the properties of the Higgs boson are now entering a
precision era for the first time. For example, the mass of the Higgs boson has
now been measured to a precision of approximately 0.2% and once the mass of
the Higgs boson is known, all properties of the particle can be predicted. One
prediction of the SM is that a single virtual Higgs boson can produce two Higgs
bosons, a property known as the Higgs self-coupling. This property has not yet



been observed by the LHC experiments as the rate as which it occurs is very low.

The challenging task of observing Higgs boson pair production will require a
data set significantly larger than the current data set. A number of upgrades
are planned to both the LHC and the ATLAS detector in order to collect this
data set. A simulation study was conducted to study the prospects for observing
Higgs boson pair production in association with top quarks. In this study, realistic
backgrounds were accounted for as well as the increased number of overlapping
collisions that will be present during the upgraded LHC program. This method
of studying Higgs boson pair production is found to be particularly challenging.

Although it is not possible to observe Higgs boson pair production as predicted
in the SM with the current data set, it is important to study since new physics
beyond the Standard Model may enhance the production rate. A search is
performed with one Higgs boson decaying to a pair of bottom quarks and the
other Higgs boson decaying to a pair of photons. The results obtained are in
good agreement with the SM predictions and a constraint is placed on the Higgs

self-coupling with respect to the value predicted in the SM.
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Abstract

Since the observation of a new particle consistent with the Standard Model
Higgs boson by the ATLAS and CMS collaborations, a number of important
measurements have been made to understand this new particle. For example, the
mass has been measured to a precision of approximately 0.2% and it has been
confirmed to have spin-0 and positive parity as predicted in the SM. Recently,

the Higgs boson has also been observed to couple to top and bottom quarks.

The Higgs mechanism also predicts that the Higgs field can interact with itself:
a single virtual Higgs boson can produce two Higgs bosons. The central topic
of this thesis is understanding this self-coupling property of the Higgs boson.
Unfortunately the rate predicted for Higgs boson pair production is very low
and the backgrounds are particularly challenging. This makes it one of the most
difficult properties of the Higgs boson to measure at the Large Hadron Collider
(LHC).

In this thesis three contributions are presented: performance studies for the
upgraded ATLAS inner detector, the prospects for observing Higgs boson pair
production in association with top quarks at the High Luminosity LHC (HL-
LHC) and the search for Higgs boson pair production in the final state of two
bottom quarks and two photons with the Run 2 data set.

In the near future, the LHC will be upgraded so it can deliver higher instantaneous
luminosities. In order to maintain the current detector performance in these
conditions, the ATLAS detector must also be upgraded. The silicon cluster sizes,
channel occupancies and cluster densities are studied in two proposed layout
designs for the future ATLAS inner detector, the ITk. The differences between
the two layouts are compared and these studies were used as one of many inputs

into the layout design decision which was taken at the end of 2017.

A number of phenomenological studies have shown that Higgs boson pair (HH)
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production in association with top quarks is a promising channel to study the
Higgs boson self-coupling. This channel is examined with a parameterised
detector response and realistic backgrounds for the first time in this thesis. It is
found that the sensitivity to this process is much smaller than that predicted
in the phenomenological studies. The origin of this is due to a significant

underestimation of the backgrounds in the phenomenological studies.

It is possible that new physics could enhance the rate of HH production, for
example modifications to the Higgs boson self-coupling can increase the rate of
HH production. A search is performed for HH production in the bbyy final
state with the Run 2 data set collected by the ATLAS detector. A novel 2D fit
is implemented and is found to improve the sensitivity to SM H H production by
approximately 10% compared to the 1D fit which is typically used in H — v
physics analyses. No significant deviations from the SM are observed in this
analysis and 95% CL upper limits are established. The observed (expected) limit
for the SM HH cross section is 10.1 (7.0) times the SM value while the ratio of
the Higgs boson self-coupling to its SM prediction, x is observed (expected) to
be constrained at 95% CL to —4.4 < k) < 9.5 (—3.3 < k) < 8.9).
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Chapter 1

The Standard Model of Particle
Physics

The Standard Model (SM) of particle physics combines three of the four known
fundamental interactions in nature into a comprehensive quantum field theory.
The electromagnetic and weak interactions are unified into the electroweak
force and combined with the theory of the strong interactions, Quantum

Chromodynamics.

The Standard Model is built from a number of symmetry principles and
from this, the SM is able to accomodate all experimental facts and precision
measurements performed in high energy physics. However, for a long time, the
SM remained incomplete. The mechanism for electroweak symmetry breaking
was hypothesized, but the accompanying Higgs boson particle was still missing

in experiments.

In 2012, the ATLAS and CMS collaborations announced the discovery of a new
particle consistent with the Higgs boson and, hence, completed the Standard
Model. A brief overview of the Standard Model will be presented in this
chapter, with a particular emphasis on the Higgs mechanism and the Higgs boson.
Phenomenology at proton-proton colliders is also presented in this chapter with

details of the latest experimental results in Higgs physics.



1.1 Electromagnetic interactions

Matter is made up of spin-1/2 particles called fermions. The wave function
associated to a fermion, ¥ (x) is a four component spinor where each component is
a function of space-time x. The equation of motion for a free fermion is described

by the Dirac equation:

(i9" 0y — m)p(x) = 0 (1.1)

where y* are the Dirac matrices and m is the mass of the fermion particle. The

corresponding Lagrangian for a free fermion is given by:

L = itp(z)7"Oub(z) — mip(z)¥(z) (1.2)

where 1) is the adjoint spinor, defined as 1) = ¢T70. Interactions between particles
can be introduced by invoking the principle of gauge invariance. This principle
states that under the the local phase transformations of the fields, the Lagrangian
should not be modified by more than a total derivative and the equation of motion
should remain unchanged. If a local phase transformation of 1) — 1" = €@ (x)

is considered, where 6(z) is an arbitrary function, the above condition is not

fulfilled since:

()7 9 (x) — i(z)e” P19, [ (2)] (13)

= ip(z)7" 0 (w) — ¥ (2)y"Y(2)[0,0(x)]
The 0,0(z) term violates the invariance. This can be resolved by adding the spin-
1 field A, that transforms like A4, — A;L = A, — 20,0(x) where e is a constant
under the same U(1) symmetry. This transformation cancels the 9,0(z) term

which previously violated the invariance. The ordinary derivative 9, can now be



replaced with the covariant derivative D, defined as

Du(x)i(x) = [0, + ieAu(2)](x) (1.4)

The resulting Lagrangian is then given by:

£ = i) Dyb(a) — m Do) (a)

_ , _ (1.5)
= W(IIJ)’Y“am(ﬂU) - €¢($)’Y“¢(9C)Au - m¢(x>¢(x)

The term —e1)(x)y*1p(x) A, has emerged due to demanding gauge invariance.
This can be interpreted as a fermion with charge e interacting with an
electromagnetic potential A,. The principle of gauge invariance gives a recipe

for generating interaction terms between forces and particles.

The dynamics of A, can be introduced by adding a kinetic term —%F’“’FW into
the Lagrangian, where F),, is the electromagnetic field strength tensor given by
F,, = 0"A” — 0" A*. The photon is massless and if a mass term %m%ANA“ is

added to the Lagrangian, gauge invariance would be broken again.

1.2 Strong interactions

The theory of the strong interactions, Quantum Chromodynamics predicts
interactions between quarks and gluons. Quarks make up bound states like
mesons (¢g) and baryons (gqq). Quarks carry electric charge so interact through
the electromagnetic interaction while also carrying an additional quantum number
called colour charge. The colours are conventionally taken as red, green and blue.

The Lagrangian for a free quark ¢(x) is:
L= (7" —my)g; (1.6)
J

where 7 is the sum over all quark flavours. Similar to before, quark interactions

are generated by invoking the principle of gauge invariance, this time for an SU(3)



symmetry. The QCD Lagrangian is then given by:

a

— . —Q 1 174 a
L= Z @ (i 0, — my)q; — 9sGY E Tj Vu (7> BQf — 760 G (1.7)
J J @

where g, is the strength of the interaction, universal for all quark flavours. The
second term is interpreted as the interactions between the quarks and the gluon
field G}, where A" represents the eight Gell-Mann matrices and « and (3 label the
quark colours. The third term is the kinetic term, with G& = O*GY — 0"GY —
gs[°GIGY where [ are the structure constants. There are eight gluons which
also carry colour charge due to the non-abelian nature of the SU(3) group. This
gives rise to self-interactions between the gluons and results in quarks only being

observed in bound-states.

1.3 Electroweak interactions

Weak interactions explain a number of experimental observations such as parity
violating beta decay, muon decay and the decays of charged pions. The weak
and electromagnetic interactions are unified into a single theory described by an
SU(2)r, x U(1)y group [IH3]. In electroweak theory, fermions have two additional
quantum numbers, weak isospin T associated to SU(2), and hypercharge Y
associated to U(1)y. The hypercharge is related to the electric charge ¢ and
the weak isospin by:

Q=T>+Y/2 (1.8)

where T° is the 3rd component of weak isospin. All particles in the SM have

non-zero hypercharge with the exception of gluons.

In the weak interaction, only left-handed chiral fermion states and right-handed
chiral anti-fermion states participate. The left and right-handed chiral fermion
states (¢, ¥r) are defined as:

1++°

1 — 5
Y=t




where 75 is formed by the product of the Dirac matrices. In the case of massless
particles, the chirality corresponds to the helicity. Right-handed (left-handed)
helicity is defined for particles that have their spin pointing in the same (opposite)

direction of their momentum. For anti-fermions this convention is reversed.

Electroweak interactions dictate how matter is organised in the Standard Model.
All fermions are organised into three families that have identical quantum
numbers but differ in mass. The left-handed chiral fermion states are combined
into weak isospin doublets. Each doublet has weak isospin T' = % with the upper
and lower members of each doublet having 7% = :l:% respectively. Table shows

the fundamental fermions in the Standard Model with their quantum numbers.

Leptons s|T|T*|Q |Y | |
ORI NERHHE
€L fr 7L L1 -1] -1
€r €n €n % 010 —-1] -2

Quarks ‘S‘T‘T3‘Q‘Y‘C‘
IRONINHHETRIE
o) ) ) ]
UR CR tR % 0 0 % % 3
dr SR br % 010 —% —% 3

Table 1.1 The fundamental fermions in the SM and their quantum numbers.
The quantum numbers are spin s, weak isospin T, the 3" component
of weak isospin T3, electric charge Q, weak hypercharge Y. In
addition, the quarks carry colour that can take the values red, green
or blue.

The electron, muon and tau particles each have a neutrino associated to them.
The neutrinos carry no electric charge while the electron, muon and tau carry a
charge of —1. The quarks carry fractional electric charge, +2/3 for up (u), charm
(c) and top (t) and —1/3 for down (d), strange (s) and bottom (b). Each quark

also has colour, conventionally taken as red, blue or green.

Particle interactions are introduced by invoking the principle of gauge invariance,
as usual. Four vector fields, B, and W} (with @ = 1,2,3), are introduced to
restore the invariance under U(1)y and SU(2)y, respectively. For instance, if the

first generation quark family is expressed as:



Pi(z) = (Z,L) Vo(z) = ur Y3(x) = dr (1.10)

then the associated electroweak Lagrangian is given by:

1

18" Bu (1.11)

3
VN 1 a v
L= lepj(l’)’y‘uDij(I) - ZLW;WWtiL -
j=1

where j is the sum over the fermion generation as shown in equation and D,

is given by:

. a a . /Y'
Dyity(x) = 0, — ig= Wyidi; — i/ 5 Bl () (1.12)

where o, are the Pauli matrices. The second term is associated to SU(2)y, and
acts only on 1, states with coupling g. The final term is associated to U(1)y
which acts on both chiral states with coupling ¢’. The kinetic terms for each field

are defined as:

B, = 0,8, + 0,B,, (1.13)
Wi, = 0.Wg — 0,W; 4 ge™ W)Wy, (1.14)

The charged vector bosons can then be written as a linear combination of the

first two components of W'

Wi:i

p \/Q(W“l TiW;) (1.15)

The third component of WS mixes with B, via the weak mixing angle 0y in order

to form the neutral vector bosons A, and Z,.

A, = cosOw B, + sin QWWj' (1.16)
Zy = —sin by By, + cos Oy W (1.17)

Similar to QCD, there are interactions between the bosons. There are three and



four point self-interactions between the W=, Z and the photon with each of these

interactions involving the presence of a W¥ pair.

1.4 The Higgs Mechanism

The Lagrangian in equation describes the charged and weak interactions in
the SM. However, there are no mass terms for the W¥* and Z bosons, or the
fermions, which is in disagreement with experimental facts. Simply adding these
terms to the Lagrangian would violate the gauge invariance. Mass has to be
generated more subtly, a mechanism to do so was proposed by Peter Higgs [4],
Robert Brout, Francois Englert [5] and others [6].

The Higgs mechanism introduces a doublet of complex scalar fields:

¢r L (o1 +igo
= = — 1.18
’ <¢0> V2 (¢3 + i¢4> (118)
with the following Lagrangian:

L= (Du¢)T(Du¢) - V(¢) (1.19)
where the potential V' (¢) is postulated as:

V(g) = 120" + Mo'¢)? (1.20)

For the potential to have a minimum, the value of A must be greater than 0.
If u? > 0 is also chosen then the potential has a trivial minimum at |¢|*> = 0.
However if p? < 0 is chosen, the potential no longer has a minimum at |¢|?> =

but a minima on the surface of fields ¢ that satisfy:

2 U2

SHRrRr =L =T (1.21)

where v is the vacuum expectation value. An illustration of the potential for a

complex scalar field with two degrees of freedom is shown in Figure
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Figure 1.1 [llustration of the Higgs potential

The Lagrangian in equation [1.19]is invariant under SU(2);, x U(1)y, however the
choice of a particular minima breaks this symmetry. The theory now has to be
developed around a minimum with the minimum usually chosen such that ¢; =
Py = ¢4 = 0 and ¢3 = v. It is possible to write the expansion of the field ¢ around

the minimum in the so called unitary gauge as:

1 0
¢(x) = 7 (H(I) N v) (1.22)

where H(z) is the physical Higgs field. It is now possible to evaluate the
Lagrangian in equation in the unitary gauge, using equation [1.12 The

Lagrangian obtained is:

1 2 2 2 g9’ - z,Z" 2
L= 1(28M8”+)\v —2\H — AH?*)(v+ H)* + g(zwu W+ CO:TOW)(HH)
(1.23)

The masses of the W* and the Z bosons can now be identified by extracting the
terms that contain the Wj and Z, fields, but not the field H:

1 rgv\2 4,00
— | = QW W R 1.24
2(2) (W“W +C0829W) (1.24)

The masses of the W and Z bosons are given by My, = % gv and My = % =
cﬁfsz- The doublet of complex scalar fields introduced four degrees of freedom,
three of which have been absorbed by the W= and the Z bosons. The remaining

degree of freedom is the Higgs boson, the mass of which can be identified by




finding the terms that are quadratic only in H?, one finds —\v?H? giving My =

V2 2.

The terms in equation that contain the fields W;E or Z, and the Higgs
field describe interactions between the Higgs boson and the W or Z bosons with
both VV H and VV HH couplings existing. The strength of these interactions is
proportional to M7, and M3.

There are also terms that are proportional to H? and H* in the Lagrangian which
describe the self-interactions of the Higgs boson. The Higgs self-couplings Aggg

and A\gypy are given by:

2 2

AHHH = % AHHHH = % (1.25)
The Higgs boson mass has been measured precisely in experiment and the
vacuum expectation value can be determined from the ratio of the W+ and Z
boson masses which have also been measured in experiments with high precision.
A measurement of A\ypyy can therefore test this relationship and confirm our
understanding of electroweak symmetry breaking. The central topic of this thesis
is the study of Higgs boson pair production which has a strong dependence on

the value of Agyp.

1.4.1 Fermion masses
Fermion mass terms are not an intrinsic part of the Higgs mechanism but the

terms can now be introduced without violating gauge invariance. For a fermion,

the Lagrangian term postulated is:

L= _Af[QZ}LQSwR‘i’@ER ol V) (1.26)

where A; is the Yukawa coupling for a fermion f. If one considers the electron
and the scalar field in the unitary gauge, equation becomes:



1 0 v
L=-\—7=[7,e)r ( ) er +er(0,v+ H) ( >
. V2 v+ H )y (1.27)

\/_ \/_Hee

The mass of the electron can be identified as m, = ’:}2” and the coupling between

the electron and the Higgs boson is given by \./v2 = m,/v.

In the unitary gauge, the mass and interaction terms for a fermion with the Higgs

boson can be described by the Lagrangian:

L=-m;ff (1+%> (1.28)

1.5 Phenomenology

Lagrangians alone are not sufficient to make calculations and predictions for
experimental measurements at the LHC. In proton-proton collisions at the LHC,
a large number of perturbative and non-perturbative effects have to be taken into
account to describe particle production from a collision. The non-perturbative
nature of QCD in the low energy regime means that it is unfeasible to perform
all the calculations necessary to make predictions at the LHC without using
approximations and phenomenological models. Monte Carlo (MC) simulations
are used to describe the initial collision to the interactions of the final state
particles with the detector. A description of the necessary inputs to Monte Carlo

simulations are given in this section.

1.5.1 Running of ag

Experimental measurements of the QCD coupling constant, ag (=g¢?/47) are
shown as a function of momentum transfer @ in Figure[1.2] At low energy scales
(Q ~ 1 GeV), ay is approximately equal to 1 and perturbation theory cannot be
used. However at higher energy scales (@ ~ 100 GeV) which is the typical energy
scale for collisions of interest at the LHC, a4 decreases and can be of the order

0.1, a regime where perturbation theory can be used. This property of QCD is

10



known as asymptotic freedom, at high momentum transfer the quarks can be
treated as free particles rather than bound to the protons. The evolution of ag,

only including Feynman diagrams with one loop in them is given by:

ag(Q?
as(Q?) = - 5(Qp) = (1.29)
1+ 2oy (@) (&)
where () is some reference scale and f, is given by
2

where n is the number of colours (3) and f is the number of quark flavours
(6). Since By > 0, the QCD coupling constant decreases with increasing Q2.
Equation can be simplified further in the regime where a5(Q3) diverges; the

reciprocal of equation [1.29 can be written as:

1t B, (&
(@)~ as(@) T " (Qa) (1:31)

and if the limit is taken such that ag(QZ2) — oo, equation can be written as:

47

(1.32)

where Agep is the QCD scale parameter, defined as the value of @)y such that
as(Q2%) — co. Agep has a measured value of 210 + 14 MeV [7].

1.5.2 Cross sections

The main interest at the LHC is the production of heavy particles like the
Higgs boson. Heavy particles are usually produced in collisions where there is
a large momentum transfer (Q?) between the protons. In collisions with a large
momentum transfer, the collision can be considered as occurring between two
partons (a and b) which are constituents of the incoming protons (A and B).

The cross section for the production of a particle ¢ in a proton-proton collision is
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Figure 1.2 Summary of experimental measurements and theoretical predictions
of as as a function of the energy scale @ [7].

given by

OAB—c = Z / dxadxbfa/A (Iaa Q2) fb/B (l’b, QZ) Tab—se (133)
a,b

integrated over the fractions of proton momentum x, and z;, carried by each
interacting parton and where &4 . is the cross section for the elementary
interaction between the partons producing particle ¢. The probability to have
a parton within the proton carrying a fraction = of the total proton momentum
(faya (x4, Q?)) is called the parton distribution function (PDF). The product of
the parton momentum fraction with the PDF as a function of parton momentum

fraction is shown in Figure [L.3|for Q? = 10 GeV? and Q? = 10* GeV>.

In equation , Q? denotes the momentum transfer that characterises the
production of particle ¢, but other interactions with lower ()% also exist in a
proton-proton collision. These interactions can either be included as part of the
perturbative calculation or they can be factorised into the PDFs. An unphysical
scale parameter called the factorisation scale, ur is introduced to separate the
high and low (Q? interactions. Due to the running of ag as discussed previously,
a value of Q% must be chosen so that ag can be evaluated. As a result of
this, another unphysical scale parameter called the renormalisation scale, g is
introducd. Both scales are typically set to the mass(es) of the particle(s) being
produced. It is conventional that the scale choices are varied up and down by a

factor of two and the upper and lower cross section predictions are taken as an
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Figure 1.3 The product of the parton momentum fraction xr with the PDF
computed for Q% = 10 GeV? and Q? = 10* GeV? from the MMHT
2014 PDFs [§8].

uncertainty. Equation becomes:

0AB = /dxadxbfa/A (xaa :u%?) fb/B ('rbnu’%) X [UO +as (N%) o1+ } ab—X "’ <134)

where ¢ (01) is the leading order (next-to-leading order) cross section for
the partonic process. The cross section dependency on the unphysical scales
introduced decreases the more higher order corrections calculated and would
vanish completely if it were possible to calculate to all orders in perturbation
theory. This combined with the fact that ay is approximately 0.1 for (@ ~
100 GeV) mean that it is essential for processes at the LHC to be calculated
beyond leading order.

1.5.3 Event generation

The discussion in the previous section gave a recipe for calculating cross sections
for a given process at the LHC. There are however a number of complex effects

that still need to be accounted for.

The outgoing particle c referred to in the previous section can be unstable particles
like electroweak bosons or it can be leptons, quarks or gluons. Some of these
particles will decay before detection and, in the case of quarks or gluons, they will

always hadronise, with the exception of the top quark. The hadronisation process
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cannot be studied with perturbation theory since oz ~ 1 in this regime. Instead,
these processes are simulated using phenomenological models that have had some
experimental input. The proton remnants can also undergo further interactions
which give rise to an underlying event. It is also possible that particles in the
initial or final state emit radiation or additional particles. All these effects are all
taken into account in Monte Carlo event generators. A pictorial representation

of a ttH event is shown in Figure (1.4

Figure 1.4 Simulation of a ttH event in SHERPA [J].

Matrix element

Event generators are programs capable of producing events for a given process.
The first step of generating events is to calculate the matrix element for a given
process as described previously. The total cross sections for all subprocesses
that contribute to the overall process are evaluated and then an event in a given

kinematic configuration is selected probabilistically.

Matrix element calculations are now automated at leading order and are usually
possible for two incoming particles to up to six outgoing particles. As the number
of outgoing particles increases so does the number of Feynman diagrams and this

calculation becomes more computationally expensive.
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Parton shower

After the matrix element calculation, the event has a fixed number of outgoing
particles. Outgoing quarks or gluons can emit additional gluons or quark
pairs which can in turn emit further particles, generating a shower of partons.
These emissions can be included in the matrix element calculation, however
their inclusion makes the calculation increasingly more complex and eventually
unpractical. Instead, the emissions of quarks and gluons can be factorised from
the matrix element and treated on a probabilistic basis in an algorithm referred
to as the parton shower. The emissions start from the high energy partons in
the matrix element and iteratively evolve towards a scale where non-perturbative
physics sets in. The algorithm is then terminated and the hadronisation process

is utilised.

Merging

The parton shower is based on approximations in the limit where the quarks
and gluons emitted are almost collinear or with low pr (“soft”). For high pr
(“hard”) and well separated emissions, the parton shower modelling is likely to be
inadequate and ideally these emissions should be included in the matrix element
calculation. Combining the matrix element and the parton shower however can be
non-trivial. For example, a Z boson plus an additional jet event can be obtained
in two ways, the Z boson plus an additional parton can be calculated in the
matrix element, or the Z boson alone can be calculated in the matrix element
with the additional jet being produced from a hard well separated emission in

the parton shower.

To resolve this issue, the event generators use merging procedures. The merging
procedures decide on an event-by-event basis which of the two paths (matrix
element or parton shower) should be followed. There are different approaches to

this problem, but most of them follow a similar strategy.

One of the most common approaches is the MLM method [10] which is briefly
summarised here. In the MLM method, matrix elements are calculated for the
production of a particle, for example a Z boson plus up to an additional n partons

where the number n has to be specified. Typically n can be no greater than 6 as
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the calculation becomes increasingly more complex. All partons must have:

plijfart > p$m Mpart] < Mmaa ARjj > Ryin (1.35)
where ARUE is the separation between two partons. The parameters p=™, 7,4z
and R,,;, are all free parameters that must be specified. The parton shower
algorithm is then executed and all particles are clustered to form jets using the
kr algorithm [I1] which will be discussed in Section All jets with pr
> Qmerge are identified where Qpuerge is another free parameter, usually taken
between 20 - 30 GeV. If each parton that was calculated in the matrix element
matches one of the jets (nearby in angle) and there are no additional jets above
the scale Qperge, the event is accepted, otherwise it is rejected. The rejection of
events with additional jets is relaxed in the case where the matrix element has
been calculated for Z + n where n is the maximum number of additional partons
specified. Additional jets from the parton shower are allowed here since there will

be no overlap with any other subsample.

In practice

There are a large number of event generator programs now available. Some
programs are capable of calculating the matrix element (e.g. MADGRAPH [12])
and then they are interfaced to another program which can handle the parton
shower and hadronisation steps (e.g. HERwWIG [I3]) but there are also others
which have all the capabilities (e.g. SHERPA [14] and PyTHIA [I5]).

Figure [I.5] shows comparisons between predictions from three different event
generators against data from a 13 TeV Z + jets measurement [16] performed
by the ATLAS collaboration. The jet multiplicity in Z + jets events appears to
be well modelled up to four additional jets, then there is disagreement between
the predictions and the data with SHERPA predicting too much jet activity and
the others predicting too little.

The experimental uncertainties are shown with a grey band in the ratio panels.
The theory uncertainties are estimated using SHERPA and are shown with an
orange band in the ratio panels. This theory uncertainty band is a combination

of the statistical uncertainty from the number of events generated in SHERPA, the

AR is defined as \/(An)2 + (A¢)?
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PDF uncertainties, varying ag and varying the factorisation and renormalisation

scales.
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Figure 1.5 Predictions for the differential cross sections as a function of the
exclusive jet multiplicity (left) and the Hp (right) for different
Monte Carlo event generators compared against data. The grey band
shows the size of the experimental uncertainty while the orange band
shows the theory uncertainty which was estimated using SHERPA.
A full description of the different event generators can be found in
Ref. []7/.

1.5.4 Summary

Event generation at the LHC is extremely complex due to the nature of
QCD. Despite the relative success of the event generators in predicting data
distributions, they are built on approximations with corresponding uncertainties
in each step (PDF, as, choice of QCD scales etc.). It is difficult to imagine that
the separation of the various steps from the hard scatter to the final state particles

is as distinct in nature as it is in the current event generators.

Nevertheless, event generators are essential tools used in all physics analyses
performed at the LHC. Every physics analysis relies upon them to model a given
signal process and many heavily rely on them to model background processes as
well. Given this, the event generators can have a huge impact on the precision of

many measurements and further improvements are needed in order to progress.
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1.6 Higgs physics at the LHC

The Higgs boson couplings to the fermions and bosons are proportional to the
masses of the particles. The dominant Higgs boson production mechanisms
therefore involve the heaviest particles in the Standard Model. Ideally, one would
like to use all the production mechanisms and final states for measurements.
However this isn’t always possible due to the overwhelming QCD backgrounds
and trigger requirements at the LHC. An efficient trigger requires charged leptons,
photons, large ET or high pr jets at the LHC.

Higgs boson production modes at the LHC

There are four main production modes for the Higgs boson at the LHC which are

shown in Figure [1.6[ and described below.

gg Fusion tt Fusion

Figure 1.6 Main Higgs boson production mechanisms [18].

e Gluon-gluon fusion (ggF'). This process is mediated by a quark loop with
the dominant contribution coming from the top quark. This production
mode has the highest cross section at the LHC since gluons are the largest
component of the protons PDF at high energy (see Figure . A huge
effort has been made to calculate this process with great precision. It is now
known at next-to-next-to-next-to-leading order (N°LO) with uncertainties

on the cross section at the ~5% level [19]. Before the discovery of the Higgs
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boson, uncertainties were as high as ~40% for this process. This production

mechanism makes up approximately 88% of total Higgs production.

e Vector boson fusion (VBF). Two incoming quarks exchange a W or
Z boson which fuse together to make a Higgs boson. The outgoing quarks
give rise to jets located in the forward region of the detector with a large
pseudorapidity gap between them. At leading order, VBF is purely an
electroweak process, and as a result of this, no colour is exchanged between
the incoming quarks. This results in little additional jet activity in the
pseudorapidity region between the two forward jets. This feature can be
used to separate VBF production from the backgrounds, including ggF +
2 jets Higgs production. VBF contributes around 7% to Higgs production.

e Associated production with a W or Z boson (VH). Higgs production
in association with a W or Z boson is initiated by ¢gq. The decays of the
vector bosons to charged leptons or neutrinos provide a useful trigger and
help reduce QCD backgrounds. This process takes around 4% of Higgs

production.

e Associated production with top quarks (¢¢H). This can be initiated
by gluons or quarks with the Higgs being radiated from a top quark
line. The ttH process is important for directly measuring the coupling
between the top quark and the Higgs boson. This process only makes up
approximately 1% of Higgs production.

The ATLAS collaboration has now observed (>50) the four production modes
discussed above [20-23]. There are additional small Higgs production modes that
were not discussed above. Similar to t¢tH, there is also associated production with
bottom quarks (bbH). This process has approximately the same cross section as
ttH, however the jets originating from the bottom quarks have low pr and often
fail the jet pr thresholds that must be imposed in order to suppress spurious jets at
the LHC. Finally there is also associated production with a single top quark (tHW
and tHjb). The tHjb and tHW processes have cross sections approximately a
factor of 10 and 30 respectively smaller than the ttH process. They are also
difficult to isolate from ¢t H production.
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Higgs boson pair production at the LHC

The central topic of this thesis is not single Higgs boson production, but Higgs
boson pair production which has a strong dependence on the Higgs self-coupling,
Agur. At /s = 13 TeV, the production cross section for HH is orders of
magnitudes smaller than single Higgs production, for gluon-gluon fusion HH
the cross section is 33 fb [24], in comparison to ggF single Higgs which has a
cross section of 49000 fb [I9]. The production mechanisms for H H are discussed

below.

g\-Lu-L&Q » ..‘...........,,... H

t/b 4 tlby

Figure 1.7 FExamples of two Feynman diagrams that contribute to g9 — HH
production.

Figure 1.8 Ezamples of two Feynman diagrams that contribute to ttHH
production.

e Gluon-gluon fusion (ggHH). Two leading order Feynman diagrams are
shown in Figure [1.7] There is interference between the boz diagram (left)
and triangle diagram (right). The impact of the interference is shown in
Figure [I.9] the interference significantly reduces the cross section near the
Standard Model value of Agggy with the maximum amount of destructive

interference occurring at Aggyy ~ 2 times the SM value.

e Vector-boson fusion (qqHH). The cross section for this process is
approximately 4% of the gluon-gluon fusion HH process. The character-
istics are similar to single VBF Higgs production. However, as mentioned

previously, one of the most powerful discriminants in separating VBF from
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Figure 1.9 The cross section for HH production mechanisms as a function of
the Higgs self-coupling, A\gpm. The dashed (solid) lines and light
(dark) coloured bands correspond to the LO (NLO) results and to
the scale and PDF uncertainties added together [25].

the backgrounds is the lack of central jet activity. In H H searches usually
one of the Higgs bosons is required to decay into bb due to its large branching
ratio. This requirement therefore removes one of the main discriminants
which is usually powerful in separating VBF production. This process is

also sensitive to the H HV'V coupling.

e Associated production with top quarks (ttHH). Two leading order
Feynman diagrams for this process are shown in Figure [I.§ Since the
top quarks almost always decay into W bosons and bottom quarks. The
charged leptons from the decay of a W boson can be used for an efficient
trigger. It can be seen in Figure there is constructive interference
between the diagrams. If Aggg > Agar, it could be possible that ttHH
offers complementary information to ggHH production. The prospects for
observing this process at the LHC with the upgraded ATLAS detector is
the topic of Chapter 4.

There is also HH production in association with a W or Z boson, VHH and in
association with a single top quark, tjH H. However the cross section for these
processes are even smaller than those listed above and therefore they are unlikely
to be of any interest at the LHC.
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Decay channel Branching ratio (%)

H—bb 57.5 + 1.9
H—WW* 21.6 £ 0.9

H — gg 8.56 + 0.86
H— 7t 6.30 &+ 0.36
H —cc 2.90 + 0.35
H— Z7* 2.67 + 0.11
H — vy 0.228 + 0.011
H — Zy 0.155 + 0.014
H — ptp 0.022 + 0.001

Table 1.2 The main Higgs boson branching ratios in descending order.
Higgs boson decay modes

The branching ratios for the Standard Model Higgs boson are listed in Table [I.2]
Despite the fact that my < 2my and myg < 2my, the Higgs boson can still decay
to W and Z bosons when one of the W or Z bosons is produced off-mass-shell.
The Higgs boson can also decay to massless particles, like H — ~7, through loops
of virtual particles. A description of the experimental search for each major decay

mode is given below.

e [ — bb has the largest branching ratio at 58%. However its observation at
the LHC suffers from large QCD backgrounds, orders of magnitude above
the signal. This final state is usually paired with the V H production
mechanism since the leptons from the decay of the vector boson offer an
efficient trigger. The ATLAS collaboration now has a 5 ¢ observation of the
V H(H — bb) process [21]. The bb decay is also studied with t£H production,
however the challenging tt + jets background make this difficult also. For
a long time, H — bb using the ggF production mechanism was assumed
to be impractical due to the lack of an efficient trigger and the QCD
backgrounds. However, the CMS collaboration [26] showed by selecting
highly boosted Higgs candidates as a single large radius jet with pr greater
than 450 GeV, it was possible to have some sensitivity to this process. The
CMS collaboration measured 1.50 (0.7¢0 expected) [27]. No other Higgs
decay channel has the event statistics to have any sensitivity in the pr

regime greater than 450 GeV yet.

e H — WIW?™ is only observable at the LHC when both W bosons decay into

a charged lepton and a neutrino. The presence of the charged leptons and
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the missing energy provide an efficient trigger. However the ¢t and the Z +
jets background make this analysis challenging. The analysis is separated
into categories where the leptons have different flavours. The evpuv final
state is the most important as the different lepton flavours suppress the Z

+ jets background.

o H — Z7Z* with both of the Z bosons decaying into a pair of electrons or
muons. Although the rate of H — ZZ* — 4l rate is extremely low, the
backgrounds are even smaller. The signal to background ratio is greater
than 2.

e H — 777~. Approximately 42% of the time, both taus decay hadronically,
46% of the time, one decays hadronically and the other leptonically and
in 12% of cases, both taus decay leptonically. Again, this analysis is
challenging because of the Z — 717~ background and for the hadronic

tau decays, multijet background with jets faking taus.

e H — ~7. Despite the low branching ratio, it offers a distinct signature
of two high energy isolated photons. The background consists of vy
production with small contributions from v + jets and multijets. A signal
and background fit can be performed to the m.., distribution as the Higgs
boson appears as a narrow signal peak over a smooth monotonically falling

background.

The ATLAS collaboration has observed (>5 ) all decays discussed above [21], 28

31] and now explores all the main production modes for the above decays.

The other final states in Table 1.2l have not been observed. It will not be possible
to observe H — gg or H — cc at the LHC assuming their Standard Model rates.
ATLAS has set an observed (expected) upper limit on ZH(H — cc) at the 95%
confidence level (CL) of 110 (150) x the Standard Model value [32]. This result
has been extrapolated to a data set of 3000 fb™!, approximately the data set size
the ATLAS detector is expected to collect in its lifetime which results in the
limit improving to 6.3 times the SM value [33]. Observations of H — putpu~ and
H — Z~ will likely be possible in future LHC runs [34].
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Higgs boson pair decay modes

The small H H cross sections mean that only the final states which have the largest
branching ratios can be expected to have sensitivity to SM H H production. The
branching ratios for pairs of Higgs bosons is shown in Figure
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Figure 1.10 The branching ratios for pairs of Higgs bosons.

e HH — bbbb has the largest branching ratio at 34%. However similar to H —
bb, this final state suffers from large QCD backgrounds and an inefficient
trigger. The efficiency of the trigger is expected to get worse during the High

Luminosity LHC program which makes this final state more challenging.

e HH — bbrt has the third largest yield. This is split into two categories, one
category in which both taus decay hadronically and another category where
one tau decays hadronically and another leptonically. The backgrounds

include tf and Z — 777~ + jets.

e HH — bbyy. This final state has a small yield, however the photons offer
a clean trigger and excellent mass resolution. Similarly to H — 7, the
signal can be extracted by performing a fit to the m., distribution. This

final state is the topic of Chapter 5.

The ATLAS collaboration also searches for HH in a number of other decay
modes. For example bbWW*, WW*~y and WW*WW*. However the sensitivity
of these decay modes to SM H H production are significantly worse than those
discussed above. The bbWW* has the second largest yield but unfortunately this
is identical to the ¢t final state.
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It is not clear at present whether a 5o observation of HH production will be
achieved at the LHC. The work in this thesis sets an observed (expected) upper
limit on HH production at the 95% CL of 10.1 (7.0) times the SM value. The
ratio of the Higgs boson self-coupling to its SM expectation, x) is constrained at
95% CL to —4.4 < k) < 9.5 while the expected constraint was —3.3 < ky < 8.9.

1.6.1 Beyond the Standard Model

The current LHC data set does not have sensitivity to SM HH production.
However, there are a number of modifications to the SM that could enhance
the rate of HH production. For example, it can be seen in Figure that the
rate of HH production increases significantly when the Higgs boson self-coupling
is modified. HH production is also sensitive to the coupling of the top quark to
the Higgs boson, however the current measurements of the t¢H process [23] are
compatible with the SM which suggests that significant modifications of the top

quark coupling are already excluded.

Effective field theories (EFT) can be used to probe physics beyond the Standard
Model. In an EFT approach, additional dimensional-D operators OF are added
to the SM Lagrangian Lg), leading to the effective Lagrangian:

(D)
C:
Lerr = Lsu + E —AE*‘l o (1.36)
0D

The dimensionless coefficients cED) specify the strength of the new interactions
and are known as Wilson coefficients. These Wilson coefficients are the results of
integrating out the heavy degrees of freedom of some new physical theory at an
energy scale A which is much larger than the energy scales being probed. Some
of these operators describe new interactions between the Higgs boson and the
SM particles and therefore these operators can modify the HH production cross
section as well as its kinematic properties. There are five dimension-6 operators

which are directly relevant for H H production, shown in Figure [I.11

Finally, there are also models [30, [37] that predict the existence of new particles
that decay to pairs of Higgs bosons, often referred to as resonant H H production.

This is not explored in this thesis.

The search for Higgs boson pair production is therefore well motivated with the
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Figure 1.11 Top: Feynman diagrams that contribute to SM HH production.
Bottom: BSM Feynman diagrams that could contribute to HH

production [35].

current LHC data set despite the lack of sensitivity to SM H H production.
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Chapter 2

The LHC and the ATLAS detector

In this chapter a short overview of the LHC accelerator and the ATLAS detector

is presented.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s most powerful facility for particle
physics research. It is a superconducting collider that is capable of accelerating

counter-rotating proton beams to a centre-of-mass energy of /s = 14 TeV.

The LHC is housed in the tunnel previously used for the Large Electron Position
(LEP) [38] accelerator at CERN near Geneva, Switzerland. The tunnel lies
between 45 m and 170 m underground and has a circumference of about 27 km.
The LEP accelerator operated as an ete™ collider between 1989 and 2000 and
reached a centre-of-mass energy of /s = 209 GeV, crucially below the centre-of-
mass energy required for ete™ — ZH production and therefore preventing the

discovery of the Higgs boson.

The LHC currently holds the record for the highest energy collisions with a centre-
of-mass energy of /s = 13 TeV, more than 13 times higher than that previously
held by the Tevatron [39]. To reach these high energies, the LHC utilises the
CERN accelerator complex (Figure [2.1]).

Protons are produced by a duoplasmotron source at 100 keV and are then
accelerated by a linear accelerator (LINAC2) to 50 MeV. This is followed by a
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circular booster (PSB) where the protons attain energies of 1.4 GeV. Finally, the
Proton Synchrotron (PS) and the Super Proton Synchrotron (SPS) accelerate
the protons to 26 GeV and 450 GeV respectively. The protons enter the LHC
ring and are accelerated by superconducting radiofrequency (RF) cavities which
increase the beam energy by 485 keV each turn until they reach /s/2. The
protons follow circular trajectories due to the magnetic fields produced from 1232
Niobium-Titanium superconducing dipole magnets. These magnets are cooled to

temperatures below 2 K using superfluid Helium and produce fields above 8 T.

The LHC beams can collide at four different points, with each hosting a large
experiment: ATLAS (A Toroidal LHC ApparatuS), CMS (Compact Muon
Soldenoid), ALICE (A Large Ion Collider Experiment) [40] and LHCb [41].

CERN's Accelerator Complex
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Figure 2.1 The CERN accelerator complex [{2).

28



2.1.1 Luminosity and pile-up

The number of events expected from a process with a cross section ¢ is given by
the product
N=Lo (2.1)

where L is the integrated luminosity given by fOT Ldt. Here, T is the length of
time the ATLAS detector has been collecting data for and L is the instantaneous
luminosity. The instantaneous luminosity depends only on the parameters of the

beam and is given by the equation

NQ”bfrev’Vr

where (the nominal parameters for the LHC are given in parenthesis):

e N, is the number of particles per bunch ( ~10!° - ~10%!)
e 1y is the number of bunches per beam (2808)

® f.e is the revolution frequency (11,245 Hz)

e 7, is the relativistic gamma factor (~7000)

e ¢, is the transverse normalised beam emittance, related to the spread of

particles in the beam (3.75 pym)

e [3* is the beta focus function at the collision point, related to how tightly

the magnets are focused at the interaction point (0.55 m)

e F'is the geometric luminosity reduction factor if the beams do not collide
head-on. A crossing angle of 285 urad is introduced to prevent collisions

outside the nominal interaction points.

Using the nominal parameters, the LHC was expected to operate at 1034 cm=2s71

which it has now exceeded. Figure[2.2]shows the cumulative integrated luminosity
delivered to the ATLAS detector in the years 2011 - 2018.

Another important parameter related to the instantaneous luminosity is the mean
number of inelastic interactions per bunch crossing, known more colloquially as

the pile-up, (u). The pile-up degrades the performance of the reconstructed
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physics objects and makes the identification of vertices and the reconstruction
of tracks more difficult. To compound this further, the nominal 25 ns between
each bunch crossing is faster than the response time of some of the sub-detector
systems. This means effects of events from adjacent bunch crossings can also
be present in the event of interest. This is known as out-of-time pile-up. The

luminosity recorded by ATLAS in the years 2015 - 2018 is shown as a function of

(u) in Figure
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Figure 2.2 Left: Cumulative luminosity delivered to the ATLAS detector as a
function of day of the year, separately for each year. Right: The
luminosity recorded by ATLAS shown as a function of (u) [43].

In the years 2011 and 2012, the LHC succesfully delivered proton-proton collisions
to the ATLAS detector at /s = 7 TeV and /s = 8 TeV with ATLAS recording
data sets of 5.2fb™" and 21.7 fb~ ! respectively. This period of data taking receives
the name Run 1. In 2015 - 2018, the ATLAS detector recorded 148.5fb™! of
proton-proton collisions at /s = 13 TeV. This period of data taking is referred

to as Run 2.
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2.2 The ATLAS detector

The ATLAS detector is one of four detectors at the LHC and one of two general
purpose detectors, the other being CMS. ATLAS is the biggest in physical size,
being 25 m in height and 44 m in length as shown in Figure [2.3] The detector is

installed approximately 100 m underground at point 1 in Figure [2.1

t LAr hadronic end-cap and
forward calorimeters
Pixel detector \

LAr electromagnetic calorimeters

Toroid magnets
‘Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor fracker

Figure 2.3 The ATLAS detector, 25 m in height and 44 m in length. The weight
of the detector is ~ 7000 tonnes [{4)].

The desire to discover or exclude the SM Higgs boson guided the design of the
ATLAS detector alongside ensuring the detector was suited for a wide range of
beyond the Standard Model scenarios. These searches require that the detector
is able to measure final state objects like photons, electrons, muons, hadronic jets

and missing transverse energy over a huge range of energies.

General purpose detectors like the ATLAS detector use a cylindrical design.
Nested barrel cylinders are installed at increasing radii around the interaction
point (IP), followed by end-caps that cover the regions further along the beam
axis. A tracking detector (named Inner Detector in ATLAS) is located closest to
the IP and measures particle trajectories. The ID is surrounded by calorimeters
designed to stop and measure particle energies through their interactions with
detector material. The ATLAS detector is designed such that all particles are
absorbed by the calorimeters with the exception of muons and neutrinos. Muons
have a low interaction probability and can easily penetrate calorimeters, as a
result a dedicated muon detector is employed outside all the sub-detectors. The
neutrino interaction probability is too low to build a detector that would be

small enough for collider physics. The neutrinos therefore escape detection and
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instead they are inferred through an imbalance of momentum. In order to
provide an accurate measurement of this imbalance, hermetic calorimeters are
of vital importance. In what follows, the coordinate system used by ATLAS
will be detailed followed by descriptions of each of the sub-detector systems. A
comprehensive description of the whole detector, including all technical aspects

can be found in Reference [44].

The coordinate system used to describe ATLAS and the particles it detects
is summarised in Figure [2.4L The centre of the detector corresponds to the
interaction point and defines the origin of the coordinate system. The beam
direction defines the z-axis while the positive x-axis points towards the centre
of the LHC ring and the positive y-axis points upwards. The polar angle
0 is defined as the angle from the beam axis and the azimuthal angle ¢ is
around the beam axis. The pseudorapidity is defined as 7 = —In tan(0/2),
often it is preferred to describe the direction of a particle in 7 rather than 6 as
differences in pseudorapidity are Lorentz invariant under boosts in the z-direction
for massless particles. The angular separation in 17 — ¢ space is defined as AR
= /(An)?2 4+ (A¢)2. The transverse quantities (pr, Er, E2) are defined in the

x — y plane.

Figure 2.4 [llustration of the coordinate system used in ATLAS.

2.2.1 Magnet System

A strong magnetic field is necessary to measure the momenta and direction of
charged particles emerging from the interaction point. In ATLAS, this field is
provided by a small 2 T solenoidal magnet which bends the particles in the
x —y plane. A strong magnetic field is also required outside the calorimeters
in order to trigger on and possibly measure the momenta of muons. ATLAS
implemented huge toroidal magnets which has enabled triggering on muons up

to an || of 2.4 and momentum measurements independent of the Inner Detector.
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The configuration of the magnet system is shown in Figure [2.5]

barrel end-_cap
toroids toroids

end-cap
toroids

Figure 2.5 Schematic diagram of the ATLAS magnet system [{5].

2.2.2 Inner Detector

The Inner Detector (ID) is composed of three sub-detector systems that exploit
different technologies. The granularity of the ID sub-detectors decrease while
moving away radially from the interaction point. Closest to the interaction point
is the high granularity pixel detector that utilises silicon pixels. This is followed
by the Semi-Conductor Tracker (SCT) detector that utilises silicon microstrips.
The silicon detectors are surrounded by a transition radiation tracker (TRT)
that uses straw-tubes. The ID is shown in Figure 2.6] It is immersed in the 2 T
magnetic field produced by the solenoid which is placed between the ID and the

calorimeter.

The inner detector is divided into two sections, the barrel which is parallel to the
beam axis and two end-caps perpendicular to the beam axis. In the barrel region,
both the Pixel and SCT detectors are arranged as concentric cylinders around
the beam axis while in the end-cap regions, the detectors are disks. This set up

means the ID is capable of reconstructing charged particle tracks up to |n| < 2.5.

Pixel Detector

The pixel detector is the first detector a particle from the interaction point will
traverse, the first layer is 50.5 mm away from the interaction point. The pixel
detector has 3 layers in the barrel and in the end-cap. Each module has 46080
pixels, resulting in a total of 80.4 million pixels. The pixel size is 50 pym in the

R — ¢ direction and 400 pm in the z direction.
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Figure 2.6 Left: The ATLAS Inner Detector. Right: Vertical cut out of the
ATLAS Inner Detector. The drawing shows a charged track with pp
=10 GeV at an n of 0.3 [{4)].

At the end of Run 1, the insertable b-layer (IBL) was added to the pixel detector.
This layer was inserted at R = 33.25 mm in order to improve the tracking
and b-tagging efficiency for Run 2 since the first layer of the pixel detector had
deteriorated during Run 1 due to radiation damage. The pixel size in the IBL is
50 pm in the R — ¢ direction and 250 pm in the z direction. Figure shows the
improvement of the transverse impact parameter, dy (the distance in the x — y
plane between the tracks closest point to the z-axis and the z-axis itself) and the
longitudinal impact parameter, z, (the distance between the z-position on the

track where dy has been defined and the primary vertex) with the IBL.
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Figure 2.7 Left: The transverse impact parameter resolution as a function of pp
measured in 2015 with the IBL and in 2012 without the IBL. Right:
The longitudinal impact parameter resolution as a function of pr
measured in 2015 with the IBL and in 2012 without the IBL [{0].
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SCT Detector

The SCT detector is placed between R = 299 mm and 514 mm. There are eight
strip layers in the barrel and nine layers in the end-cap. In the barrel, the eight
layers are arranged into four cylinders. The modules in the two layers per cylinder
are glued back-to-back with a 40 mrad stereo angle between them. This method
significantly improves the z measurement of each space-point. In total there are
6.2M read out channels in the SCT Detector.

TRT Detector

The TRT detector is composed of straw tubes filled with a Xenon based gas
mixture which are separated by polypropylene radiator foils. Transition radiation
(TR) is emitted when a relativistic charged particle traverses boundaries between
materials of different refractive indices. This radiation is absorbed by the Xenon
gas mixture inducing a signal in addition to the charged track ionisation. The
TR signal is proportional to the v factor of the charged particle which allows the
mass of the charged particle to be deduced, given a measurement of its energy.

The TRT can therefore discriminate between pions and electrons.

The TRT only provides R — ¢ information in the barrel and z — ¢ in the end-cap.
At the LHC design luminosity 10** ecm=2s7!, the TRT straw occupancy can reach
60% [47]. The high luminosity program of the LHC plans to reach luminosities
of > 7.5 x 10** cm~2s~! which results in the TRT performance being completely
inadequate since its occupancy will approach 100%. Before the high luminosity
program begins, the ID including the TRT will be completely replaced with a
new all silicon inner tracker, a project known as the I'Tk and described in detail

in the next chapter.

The amount of material used by the ID is important to understand the behaviour
of particles before they reach the calorimeters. For example photons can convert
into eTe~ pairs and electrons can lose energy through bremsstrahlung emissions

which impacts the energy measurements of these particles in the calorimeter.

The characteristics of a material interacting with high energy particles is
quantified using the radiation length, X, and the hadronic interaction length,
A. The radiation length X is defined as the mean path length over which a high

energy electron loses all but 1/e of its energy due to bremsstrahlung. Similarly,
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the hadronic interaction length A is the mean path length required in order to
reduce the flux of primary hadrons by a factor of 1/e. Both of these quantities
are shown as a function of |n| in Figure For |n| < 0.6, the radiation length
from the ID only is approximately ~ 0.5. However in the so called crack region,
where the service infrastructure is located, the radiation length can exceed ~ 2.0.
Usually in a physics analysis, electron and photon candidates in the interval 1.37
< |n| < 1.52 are excluded. However, in the measurement of the W boson mass
which used a data set of 4.6fb™" at /s = 7 TeV [48], the ATLAS collaboration
excluded the |n| region [1.2, 1.82] for electrons.

;‘02.5j‘ ““““““““““““““ A e = 0.7 AAREREERARRRREE
= C Wl Services ] £ E @ Services B
=) r OTRT I 2 0.6 OTRT —
& “°f @scT ] L r @scT 1
= r Wpixel ] S 0.5 Wrixel B
-% F [JBeam-pipe - '*é E [JBeam-pipe ]
T 1 3 0.4 =
& [ ] E r b

L 1 0.3

r ] 0.2

=3
zm:uu\uu\\u

Figure 2.8 The material description at the exit of the ID in units of Xo and A
as a function of |n| and averaged over ¢. The material description is
broken down into the individual sub-detectors and the services that

support them [{4)].

The inner detector provides the measurement of tracks with their direction,
momentum and impact parameters for charged particles. The ID momentum
resolution o,, that was achieved during Run 1 can be approximated by the

formula:

o1 — 0.05% - pr @ 1% (2.3)
pbr

2.2.3 Calorimeters

The ATLAS calorimeter system, shown in Figure [2.9] is placed after the inner
detector and covers a pseudorapidity range up to |n| < 5. The calorimeter
consists of three sub-detector systems which exploit different technologies due
to the different functionality required from each sub-detector. The main purpose
of the calorimeter is to measure the energy and direction of electrons, photons
and hadrons. This is done by collecting the energy of the particles produced in

the interaction of the incident particle with the material in the calorimeter. This
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cascade of secondary particles is referred to as the shower. This process keeps
repeating, producing more particles until the particles have low enough energy
that they are absorbed by the material. The energy of these particles is measured
by detecting light produced in a scintillating material or the charge produced by

ionisation in a gas or a liquid.

Calorimeters can be separated into two different types. ATLAS uses a sampling
calorimeter, where the passive material (lead, copper or iron in ATLAS) degrades
the energy of the particle and the active material (Liquid Argon (LAr) or
polystyrene scintillator in ATLAS) measures the signal. The other type of
calorimeter is a homogeneous calorimeter where the the material can degrade
and measure the energy of the particle simultaneously. This is used by CMS in

their electromagnetic calorimeter, made from lead tungstate crystals.

LAr hadronic
end-cap (HEC)

Interaction lengths

LAr electromagnetic
barrel

Figure 2.9 Left: Cut-away view of the ATLAS calorimeter system Right:
Cumulative amount of material, in units of hadronic interaction
length, as a function of |n| in front of the calorimeters, in the
calorimeters themselves and after the calorimeters. Also shown for
completeness is the amount of material in front of the first active
layer of the muon spectrometer (light blue) [{7)].

Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) is a sampling calorimeter made from
2 mm layers of Liquid Argon (LAr) acting as the active material, interleaved
with copper electrodes which collect the ionisation charge and with lead absorber
plates that act as the passive material. The electrodes and absorbers are arranged

in an accordion geometry in order to provide full coverage in ¢.

The ECAL is divided into two separate systems, the electromagnetic barrel

(EMB) in the central region (|n| < 1.475) and the electromagnetic end-cap
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(EMEC) which covers the region (1.375 < |n| < 3.2). The LAr detectors require
an operating temperature of around 88 K. The EMB shares the cryostat with the

solenoid whereas the end-caps are hosted in their own cryostat.

The ECAL has three sampling layers up to |n| < 2.5 (where the ID extends to) and
two layers in the region 2.5 < |n| < 3.2. In the region || < 1.8, the sampling layers
have a presampler placed in front of them. The presampler is a thin layer of liquid
argon with no lead absorber in front of it and is used to correct for the energy
loss that has occured either in the ID or the solenoid magnet. The first sampling
layer is finely granulated in |n|. For |n| < 1.4, An between the cells is 0.003 and
A¢ is 0.01. This layer is used for a precision measurement of electromagnetic
showers and can discriminate between electron / photon candidates and hadrons
as well as resolving two nearby photons separately, such as those that occur in
a m — v decay. It is not as valuable to have the same granularity in the ¢
direction since converted photons such as those from a decay of a Higgs boson,
typically extend further in the ¢ direction and look similar to 7 — v+ decays.
The granularity description of the EM calorimeter is summarised in Table

and shown in Figure [2.10]

Cells in Layer 3
A@xAn = 0.0245x0.05

Figure 2.10 Sketch of the barrel module of the ATLAS electromagnetic
calorimeter [{4)].

For |n| < 1.4, the second layer has a constant cell size, 0.025 x 0.025 which
enables a precise measurement of the position and energy of the electron or photon
candidate. This is the thickest part of the calorimeter (Figure with up to
17 Xp. A final layer with cell granularity 0.1 x 0.1 completes the system and
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Layer Granularity (An x Ag)
Presampler 0.025x0.1

1 0.003x0.1 for |n| < 1.4
0.025%0.0025 for 1.4 < || < 1.475
0.003-0.025x0.01 for 1.475 < |5 < 2.5
0.1x0.1 for 2.5 < |n| < 3.2

2 0.025x0.025
0.075%0.025 for 1.4 < |n| < 1.475
0.1x0.1 for 2.5 < |n| < 3.2

3 0.050%0.025

Table 2.1 Granularity of the Electromagnetic Calorimeter.

ensures the electromagnetic showers are contained within the calorimeter system.
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Figure 2.11 Cumulative amounts of material, in units of radiation length
Xo as a function of |n|, in front of and in the electromagnetic
calorimeters. Shown is the thickness of each layer as well as the
amount of material in front of the accordion for the barrel (Left)
and the end-cap (Right) [44).

Hadronic calorimeter

Hadrons only leave a fraction of their energy in the ECAL systems so the hadronic
calorimeter system (HCAL) surrounds the ECAL system in both the barrel and
the end-cap. The HCAL relies on the strong interaction to measure the energy

of the hadrons and to stop them reaching the muon system.

In the barrel region a steel-scintillator-sampling calorimeter (called TileCal) is
used. It consists of three parts, the barrel which extends to |n| < 1.0 and two

extended barrels which cover 0.8 < |n| < 1.7. The steel absorber causes hadrons to
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produce lower momentum hadrons, electrons and photons. These particles excite
atoms within the scintillator material which produce scintillation light which is

read out by photomultiplier tubes.

In the hadronic end-cap calorimeter (HEC), liquid argon is used as the active
material and copper and tungsten as the passive material. It shares the same
cryostat as the EMEC and covers the region 1.5 < |n| < 3.2.

Forward calorimeter

The forward calorimeter (FCal) provides both electromagnetic and hadronic
energy measurements in the region 3.1 < || < 4.9. These measurements
are important as they contribute to the measurement of missing transverse
energy and allow the reconstruction of forward jets which are essential for VBF
measurements. The detector must be extremely radiation tolerant in this region
since the particle fluxes are much higher here. The FCal is constructed as a liquid
argon sampling calorimeter, separated by copper absorbers in the first layer and
tungsten absorbers for layers two and three. In order to completely contain the
electromagnetic showers, the total amount of material used by the EM calorimeter
exceeds 22 Xq in the barrel and 24 X, in the end-cap (Figure . The HCAL
contributes approximately 10 A in the barrel and in the end-caps (Figure .
This amount of material ensures good resolution for high energy jets and also
stops particles reaching the muon spectrometer to below the irreducible level of

muons from pion and kaon decays.

The energy resolution og/FE for a calorimeter is given by:

o a b

e =& 2.4
where a is the stochastic term, b includes the contribution from electronic noise
and is usually negligible at the energy ranges studied by the ATLAS detector.
The final term c is the constant term that depends on detector non-uniformity

and electronic calibration uncertainties.
The design energy resolution for the ECAL is

OR . 10%

E  VE

@ 0.7% (2.5)
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where F is expressed in GeV. The energy resolution for hadronic jets (combined
with the ECAL) for |n| < 3.2 is:

OR . 50%

E  VE

® 3% (2.6)

Finally, in the FCAL which covers the region 3.2 < |n| < 4.9, the energy resolution

1S:

op  100%

E  VE

@ 10% (2.7)

2.2.4 Muon Spectrometer

The only particles that are not absorbed by the calorimeters are muons and
neutrinos, hence the muon spectrometer (Figure is the outer most part
of the ATLAS detector. The muon spectrometer consists of a magnet system
of three air-core super conducting magnets that produce a magnetic field of 0.3
T and high-precision tracking chambers. Precise momentum measurements are
made independently of the inner detector up to || < 2.7 and it is possible to
trigger on muons up to || < 2.4. The magnetic field forces the muons to move
on a helix in the r — 2 plane where hits for track reconstruction are measured
by two different systems. Three layers of monitored drift tube chambers (MDTSs)
which cover the central region up to |n| < 2.7. In the region 2.0 < || < 2.7,
the innermost layer of MDTs is replaced with Cathode Strip Chambers (CSCs)
due to high radiation levels. Muons are particularly clean signatures to trigger
on since almost all other particles are absorbed by the calorimeter system. In
order to provide this trigger, the muon system is equipped with resistive plate
chambers (RPCs) in the barrel and thin gap chambers (TGCs) in the end-cap.
These provide a less precise measurement than that of the MDT and CSC but a
faster measurement. The expected resolution of the muon system ranges from 3
to 11% in the pr interval between 10 GeV and 1 TeV. At low pr, the resolution
is dominated by energy losses and multiple scattering while at high momentum,

the MDT tube resolution dominates.
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Figure 2.12 Cut-away view of the ATLAS Muon system [{4].

2.2.5 Trigger system

One of the biggest challenges to the ATLAS detector is filtering out the events
of interest given the huge amount of data produced. During Run 2 the ATLAS
detector has been exposed to one bunch crossing every 25 ns. The trigger system
must decrease the event rate from a nominal bunch crossing rate of 40 MHz
to 100 kHz and then for storage down to 1 kHz, approximately a factor of
40,000. The ATLAS trigger system is composed of two levels which have access to
different levels of detector information. A hardware based Level One (L1) trigger
is followed by the software based High-Level Trigger (HLT).

Level One Trigger

The L1 Trigger is based on custom built electronics that have a processing time of
2.5 ps. It uses information from the calorimeters and the muon system (RPCs and
TGCs) only. The calorimeter information is read out in the trigger towers which
have separate electronics paths and correspond to a reduced granularity of An x
A¢ = 0.1x0.1. At this granularity, L1 objects are built which are electromagnetic
clusters, hadronic decays of 7 leptons, jets and missing transverse energy. The
data corresponding to the regions of the detector where the L1 decision is taken
serve as a region of interest (ROI) for the L2 Trigger. A maximum of 100 kHz is
accepted by the L1 trigger and handed over to the HLT.
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High Level Trigger

The HLT has access to the full granularity of the calorimeter, but only in the ROIs
given by the L1 Trigger. The tracks from the inner detector are also available at
this stage of the chain. The tracking and more detailed calorimeter information
allow particle identification. The L1 trigger decision is refined and the rate is
reduced to 1 kHz. If the event is accepted, a copy of the event is stored in the
CERN computing centre and a second copy is copied to one of the ATLAS Tier

One grid computing centres.

2.3 Definition of Physics Objects

Particles created from the proton collisions in the LHC leave different signatures
in the ATLAS detector. These include hits in the inner detector and energy
deposits in cells of the calorimeter which are used to reconstruct physics objects.

A brief summary of the reconstruction algorithms are described below.

2.3.1 Tracks

A charged particle leaves a trace of hits as it traverses the inner detector. The
task of track reconstruction is finding the collection of hits that have been created
by a single particle and avoiding any other spurious hits. Including spurious hits

will degrade the track resolution or could even lead to particle misidentification.

There exists a number of different techniques that can be applied in order to
reconstruct tracks from hits. The technique used most often in ATLAS is the

instde-out algorithm, which is described below.

Space-points are identified from hits in the silicon (Pixel and SCT) detectors.
Seeds are then formed from the combination of three space points, the minimum
number of measurements required to constrain a trajectory. The trajectory of a
charged particle in a uniform magnetic field is a helix, which can be parameterised
by a set of five track parameters. In the ATLAS experiment, the following

parameterisation is used:

X = (do,Zo,¢,9,Q/p) (28)
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where dj is the distance of closest approach of the helix to the z-axis, 2 is the
distance between the z-position of the track where dy has been defined and the
primary vertex, ¢ and 6 are the azimuthal and polar angles respectively and ¢/p

is the inverse momentum multipled by the charge q.

In order to reduce the number of potential seeds, selections are applied on the
momentum and impact parameters of the initial trajectory. The seeds that pass
these requirements are used as an input to a combinatorial Kalman filter [49] that
builds track candidates by including additional space-points in the remaining
silicon layers that are compatible with the initial trajectory. The next step is
called ambiguity solving, it aims to reject tracks which have been formed from
spurious hits, referred to as fakes. The ambiguity solver uses a scoring function
which applies positive scores for track fit quality and unique hit measurements
and negative scores for missing hits and hits that are shared between more than
one track. Tracks that pass the ambiguity solver are extended into the TRT

where the increased track length improves the momentum resolution.

Track finding due to its combinatorial nature becomes computationally expensive.
This will become particularly challenging during the high luminosity phase of the
LHC. In light of this, CERN has recently launched a machine learning challenge
for finding tracks on the Kaggle platform with prize money of $25,000 [50].

2.3.2 \Vertices

Finding the trajectories of the particles is the only way to determine their
production origin, also referred to as their vertex. Vertices along the beamline
associated with the interactions of incoming protons are called primary vertices
while vertices displaced from the beamline, caused by particle decays are called

secondary vertices.

Vertex reconstruction associates the tracks with vertices (vertex finding) and
thereby reconstructs the vertices (vertex fitting). ATLAS employs an approach
called finding through fitting [51] which is briefly described below.

A vertex seed is selected from the mode in the distribution of zy (computed with
respect to the beam spot center) of all reconstructed tracks. The vertex position
and its uncertainty is determined using an adaptive vertex fitting algorithm [52]

that takes the seed position and the tracks compatible with the seed position as
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an input. Tracks that are incompatible with the vertex by more than 7o are

discarded and the above procedure is repeated with those tracks available again.

2.3.3 Muons

Muons are the only charged particles not absorbed by the calorimeters. As
a result, muons leave tracks not only in the inner detector but in the muon
spectrometer (MS) as well. The information from the different sub-detectors can
be combined to reconstruct muons that can be used in physics analyses. Four

different types of muons can be reconstructed:

e Combined (CB) muons: Tracks are reconstructed independently in the ID
and the MS and then a combined track is formed with a global fit that uses
the hits from both the inner detector and the MS sub-detectors. CB muons
have the highest reconstruction and identification efficiency of all types of

muons.

o Segment-tagged (ST) muons: A track in the ID can be classified as a muon
if once extrapolated to the MS, it is associated with at least one local track
segment in the MDT or CSC chambers.

e Calorimeter-tagged (CT) muons: Muons can be reconstructed from the
association of track in the ID to an energy deposit in the calorimeter
compatible with a minimum-ionising particle. This type of muon has the
lowest reconstruction efficiency but helps recover acceptance in the region

where there is no MS coverage.

e Extrapolated (ME) muons: Muons can be reconstructed based only on a
track in the MS and a loose requirement on that track being compatible
with originating from the interaction point. The track is defined to start at
the interaction point, taking into account the effect of multiple scattering
and energy loss in the material. The ME muons can extend the acceptance

for muons into the region 2.5 < || < 2.7.

2.3.4 Topological clusters

Jets, electrons and photons are all reconstructed from topological clusters in the

calorimeter.
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Topological clusters are clusters seeded by cells which have more than four times
the energy of the noise threshold of that cell. The clusters are then expanded
by adding neighbouring cells if they have an energy more than two times above
the noise threshold. A final layer of neighbouring cells is added to the cluster
providing the energy in each cell is greater than the noise level. This is known as

4-2-0 topological cluster reconstruction.

2.3.5 Electrons and Photons

Electron and photon reconstruction is based on tracks reconstructed in the ID
and on topological clusters measured in the calorimeter. The reconstruction is
designed to separate electrons and photon candidates and to classify the latter

as unconverted or converted.

If the topological clusters measured in the calorimeters pass loose requirements
that are consistent with electrons and photon energy deposits, a search begins for
tracks in the inner detector to begin electron reconstruction. Tracks with silicon
hits are considered to be matched to electrons if they are nearby in ¢ (up to 0.2)
and 7 (up to 0.05). If there are multiple tracks, tracks with pixel hits are preferred
and if there is a number of these, the track closest in AR to the cluster is taken
as the best matched track. Clusters that do not have any matching tracks with
silicon hits are considered as photon candidates and are not used to reconstruct

electrons.

For central (|n| < 2.5) electrons, the four-momentum is computed using the cluster
energy measured in the calorimeter while the n and ¢ directions are taken from
the best matched track.

For photons that have converted into an ete™ pair, a search is performed for
two tracks that form a vertex consistent with that of a massless particle. The
track pairs can be classified into three categories (Si-Si / Si-TRT / TRT-TRT)
depending on whether each track has hits in the silicon or TRT detector. Single
track conversions are also permitted in case one of the tracks has failed to be

reconstructed.

There is some ambiguity between electron and photon reconstruction. This is

resolved somewhat in the following way:

e Photon - The candidate particle is reconstructed as a photon if no tracks
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with at least four hits in the silicon detector are matched to the cluster or
if a Si-Si conversion vertex is found and the tracks associated to it have no

hits in the pixel detector.

e Electron - The candidate particle is reconstructed as an electron if no
conversion vertex is found and the track has at least two hits in the pixel
detector and at least four hits in the silicon detector. If the best matched
track to the electron is part of a conversion vertex, it is still reconstructed

as an electron unless it has a Si-Si vertex.

e Both - The candidate particle is reconstructed as both an electron and a
photon if it does not fall into either of the above categories. Each physics
analysis can then apply their own criteria to separate the electrons and

photons further.

Superclusters

Only recently, in ATLAS, have topological clusters been used to reconstruct
electron and photon candidates, previously a sliding window algorithm [53]
was used which had the disadvantage of the clusters being fixed in size. The
topological cluster reconstruction is improved further by grouping multiple

clusters together into so called superclusters which are described below.

The topological clusters now act as seeds and are sorted according to descending
pr. Starting from the highest pr seed cluster, all clusters in a window An x A¢ =
0.075 x 0.125 are added. For electrons only, an additional search is performed in
a window An x A¢ = 0.125 x 0.3 and, again, the cluster is added if it shares the
same track as the seed cluster. For converted photons only, a cluster is added if
it is matched to a track that belongs to the conversion vertex of the seed cluster

or it has the same conversion vertex as the seed cluster. This algorithm is shown

in Figure [2.13]

This supercluster approach improves the measurement of electron and photon
energies, in particular for cases where the electron has radiated a photon or the
photon has converted. Figure [2.14] shows the invariant mass of a Higgs boson
decaying to four electrons and the invariant mass of a Higgs boson decaying to
two photons which have converted. There is an improvement in terms of the
ratio of the resolution to the mean of ~ 5% for four electrons and ~ 9% for two

converted photons compared to the sliding window algorithm previously used by
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Figure 2.13 Diagram of the supercluster algorithm for electrons and pho-

tons [54).
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Figure 2.14 Invariant mass distributions of H — ZZ* — 4e and H — ~vy (both
photons converted) using both the supercluster (SC) and sliding
window (SW) algorithms [54)]. The resolution and mean of each
distribution are determined from a fit using a double-sided Crystal
Ball function.

2.3.6 Jets

Quarks and gluons hadronise immediately after production and produce a spray
of hadrons which are referred to as jets. All jets used in the physics analyses
presented in this thesis are reconstructed from topological clusters of energy
deposits in the calorimeter cells using the anti-k; algorithm [55] with a radius

parameter of 0.4.

The energy of the jets is corrected for pile-up using a subtraction method which

is applied on an event-by-event basis [56]. The jets are calibrated using a
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combination of simulation based and data-driven correction factors [57].

Jets originating from pile-up with |n| < 2.4 are suppressed using the jet vertex
tagger (JVT) [58] which combines tracking information into a multivariate
likelihood. A selection on the JVT is used such that hard-scatter jets with
20 GeV < pr < 60 GeV and |n| < 2.4 have an efficiency of approximately 92%.

Flavour tagging

Determining whether a jet originated from a specific quark flavour or gluon is of
vital importance in many physics analyses, for example in processes like H — bb,
ttH or in HH — bbyy. Correctly identifying (“tagging”) jets originating from

bottom quarks is essential in measuring the couplings of the Higgs boson.

When bottom quarks are produced, the hadronisation process creates b-hadrons.
The b-hadrons typically have longer lifetimes than the other hadrons, for example
the lifetime of B°(bd) is approximately 1.5 x 10712 s. This results in a measurable
distance (3 mm) between the primary and secondary vertex. The relatively large
mass of the b-quark can also result in the decay products being produced at large
angles to the original b-quark direction. These features of b-jets are exploited in

a multivariable discriminant to distinguish b-jets from other types of jets.

Identifying jets other than b-jets with the ATLAS detector is very challenging and
large misidentification rates are common. There have been recent developments
in charm-tagging algorithms which have been used in the search for ZH(H —
cc). Figure shows the c-tagging efficiency as a function of b-jet and light
jet rejection. For a c-tagging efficiency of 41%, rejection factors of 4 and 20 are
obtained for b-jets and light jets. This can be compared to b-tagging algorithms,
where for a 70% b-tagging efficiency, rejection factors of 8 and 313 for c-jets and
light jets can be achieved [59]. This difference arises because c-hadrons have

shorter lifetimes and decay to fewer charged particles than b-hadrons.

Quark versus gluon jet tagging is another area of active development. On
average, jets originating from gluons have more constituent particles than those
originating from quarks. The number of tracks inside the jet can therefore be
exploited to discriminate between the two types of jet. Figure [2.15| shows the
track multiplicity, nyqqr in the highest pr jet in dijet Monte Carlo events for
different pr intervals. For a 50% quark tag efficiency, the mistag rate for gluon

jets is approximately 10% for pr = 50 GeV [60]. Quark gluon tagging could be
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useful in VBF measurements, however typically jets in VBF production are in
the forward direction (|n| > 2.5) while the ATLAS inner detector only extends
to || < 2.5. ATLAS plans to extend the coverage of its inner detector to (|n| =
4.0) for the HL-LHC program.
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Figure 2.15 Left: The c-jet tagging efficiency (z-azis) as a function of the b-jet
and light-jet rejection as obtained from simulated tt events. The
cross denotes the 41% c-tagging efficiency used in the ZH(H —
cc) analysis [32] Right: Distribution of the track multiplicity niqck
in different pr ranges in dijet Monte Carlo events [61)].
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Chapter 3

The HL-LHC and the ITk

In this chapter the motivation for the High Luminosity LHC program will be
presented and my contributions towards the development of the new ATLAS
inner tracker, the I'Tk. Many of the results shown in this chapter were included
in the Technical Design Report for the ATLAS Inner Tracker Strip Detector [61].

3.1 HL-LHC

In the near future the LHC will undergo a number of upgrades in order to increase
the instantaneous luminosity. Run 2 at the LHC finished with ATLAS recording
a data set of 148.5fb™'. The LHC plans to collide protons at the LHC design
energy (y/s = 14 TeV) for the first time in the years 2021 - 2023, a period of data
taking referred to as Run 3 where the LHC expects to run at twice the design
luminosity and deliver 300fb~!. After Run 3, the LHC will be shutdown for a
further 3 years in order to upgrade it to the High Luminosity LHC (HL-LHC).
In this final period, the LHC plans to run at 7 - 10 times the design luminosity
and aims to deliver 3000 fb~'. The pile-up, (u), during this period is estimated
to be 200, extremely challenging conditions for the ATLAS detector.
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3.2 Physics motivation

At present, the biggest physics motivation for the HL-LHC is a precision Higgs
physics program. In the Standard Model, once the mass of the Higgs boson is
known, all properties of the particle can be predicted. Precision measurements
of the properties of the Higgs boson therefore open a window into new physics.
Figure |3.1] shows the expected precision on the main Higgs boson production
cross sections and the expected precision on the main branching ratios of the
Higgs boson. These results assume a scenario where the current experimental
and theoretical uncertainties are reduced by a factor of two. The large HL-LHC
data set will enable measurements with a precision of a few percent on the main
Higgs production cross sections and branching ratios. It will also be possible to
observe the rare H — Z~v and H — putu~ decays at the HL-LHC assuming the
Standard Model decay rates.
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Figure 3.1 The expected precision on the cross sections for the main Higgs boson
productions modes (left) and the main Higgs boson branching ratios
(right), normalised to their SM predictions [62)].

Another strong motivation for the HL-LHC program is measuring the Higgs
boson self-coupling which can be measured directly by studying Higgs boson pair
production. The prospects for this have been studied in detail by the ATLAS
and CMS collaborations. At present, the most promising final states appear to
be the bbyy, bbrr and bbbb final states. The ATLAS collaboration combined
the prospects for these final states assuming 3000 fb~" and obtained an expected
significance of 3.00 [63] while the Higgs boson self-coupling relative to its SM
value (kx = Agpm/Asn) is expected to be constrained to [—0.4, 7.3] at the 95%
CL. The ATLAS and CMS collaborations have also combined their prospective
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analyses [64]. An expected significance of 4.0 ¢ is obtained, with ) expected to
be constrained to [0.1, 2.3] at the 95% CL and [0.5, 1.5] at the 68% CL. Figure[3.2]
shows the likelihood scan as a function of k) for the ATLAS only results and the
ATLAS and CMS results combined.

The prospects for observing ttHH production at the HL-LHC is presented in
Chapter 4 and the search for HH in the bbyy final state with the Run 2 data set
is presented in Chapter 5.

ATLAS and CMS 3000 b (14 TeV)

j 12
=4 [ HL-LHC prospects
A~ B J 1o} —— ATLAS
= SRS RSN RSARN RARASRAREY T . . : o
_# L ATLAS Preliminary =~ —-bbbb E [ — o
~. 7:_Simulation and Projections from Run 2 data —e— bbrt E 8 = —e— Combination
¢ LF (s=14TeV,3000 ", %, = 1 _ e -
= ez_Systematics uncertainties included ——bbyy = i
I E == Combination ] L
5_— 4 6
47 é :
8 4 95%
2Ky ) 5
1 ! 68%
o ok

Figure 3.2 The likelihood scan as a function of ky for ATLAS (left) [63] and
for ATLAS and CMS combined (right) [64]. The dashed lines
correspond to the 10 and 20 confidence intervals.

3.3 Upgraded LHC
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Figure 3.3 Timeline of the LHC with planned shutdowns, projected instan-
taneous and integrated luminosity levels, and expected pile-up
conditions [65].

The timeline of the LHC and its upgrade to the HL-LHC is shown in Figure |3.3|
Two long shutdown periods (LS) are planned to upgrade the LHC and the
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detectors before the HL-LHC program begins. During this period, a number of
upgrades are planned to the injector systems of the LHC in order to obtain higher
instantaneous luminosities. For example LINAC2 which currently accelerates the
protons to 50 MeV before they reach the circular booster will be replaced with
LINAC4 which will accelerate the protons to 160 MeV. In LS3, the HL-LHC will
be installed. This will include replacing some of the Niobium-Titanium dipole
magnets with Niobium-Tin magnets which can produce stronger magnetic fields
and installing new collimators to mitigate radiation from the proton beams. Crab
cavities will also be installed. These help increase the luminosity (approximately
an increase of 15% is expected) without increasing the pile-up, at present there
is a small crossing angle (285 urad) at the LHC. The crab cavities tilt the proton

bunches off-axis which allow for a larger geometrical overlap, see Figure [3.4]
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Figure 3.4 An illustration of the effect of crab cavities on the proton bunches
66).
i

3.4 Upgraded ATLAS

The harsher radiation environment and increased pile-up require that the ATLAS
detector is upgraded in order to maintain the current performance of the
ATLAS detector. In the years 2016 - 2018, the ATLAS collaboration published
six Technical Design Reports (TDRs). These TDRs are for the upgraded
Strip detector [61], Pixel detector [67], Liquid Argon calorimeter [68], Muon
spectrometer [69], Tile calorimeter [70] and TDAQ system [71]. ATLAS has also
published a technical proposal for a high granularity timing detector (HGTD) [72].

This is a huge commitment by the ATLAS collaboration to ensure that the
ATLAS detector can perform well in HL-LHC conditions.
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3.4.1 New Muon Small Wheel

The Monitored Drift Tubes (MDT) chambers currently installed in the Muon
Spectrometer can operate without problems during the HL-LHC period with the
exception of the inner layer in the end-cap. The ATLAS collaboration therefore
plans to replace the inner end-cap of the Muon Spectrometer with two new small
wheels (NSWs). The NSWs consist of eight layers of Micromegas and small-strip
Thin Gap Chambers (sTGC). The sTGC will act as the primary trigger and the
Micromegas will make precision measurements. The NSWs were planned to be
installed during L.S2, however the project has been delayed significantly and at
the time of writing, it is unclear whether 0, 1 or 2 NSWs will be installed during
LS2.

3.4.2 Fast Tracker

As discussed in Chapter 2, the first ATLAS trigger system (L1) has access to
coarse calorimeter information and the muon system. The data corresponding to
the regions of the detector where the L1 decision is taken (ROIs) is then passed to
the L2 Trigger. The L2 Trigger has access to the tracks from the inner detector
but only in the ROIs. The purpose of the Fast Tracker (FTK) is to give the
L2 Trigger access to all the tracks from the inner detector. The FTK receives
hits from all the layers of the inner detector and groups nearby hits into clusters.
It then compares the cluster pattern to millions of pre-calculated track patterns
from simulation. At the time of writing, the FTK is significantly behind schedule

and the physics motivation for the project is currently in question.

3.4.3 High Granularity Timing Detector

ATLAS has published a technical proposal for a High Granularity Timing
Detector (HGTD) [72]. The challenge for tracking detectors is to reconstruct
tracks and correctly assign them to their production vertices. However due to
the large amount of pile-up activity, it is impossible to unambigously assign tracks
to vertices. A powerful new method to address this is to exploit the spread in
time of different interactions during a single bunch crossing. This is done by
measuring the time of individual tracks with a precision smaller than the spread

of the interaction times. The time spread of interactions in a bunch crossing at
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the HL-LHC has an RMS of ~ 180 ps. The HGTD has a timing resolution of 30
ps and will therefore help to mitigate the impact of pile-up.

The HGTD plans to cover the pseudorapidity region 2.4 < |n| < 4.0 in order
to improve the performance in the forward region since the performance of the

upgraded inner tracker deteriorates here.

3.4.4 Calorimeter and Trigger Upgrades

The ATLAS calorimeter system does not need replaced for HL-LHC running.
However the readout electronics for both the LAr and Tile calorimeters need to
be replaced because of radiation tolerance limits and their inability to be able to

operate with the increased trigger rates at the HL-LHC.

The current ATLAS TDAQ system will also be replaced for the HL-LHC. At
present the L1 trigger accepts an event rate of 100 kHz followed by the L2 trigger
that reduces this to 1 kHz. The upgraded TDAQ system will be a single-level
Level 0 (LO) hardware trigger that will accept an event rate of 1 MHz. This
single-level LLO hardware trigger will have access to the full granularity of the
calorimeter, rather than the reduced granularity the L1 trigger has at present
and will continue to have access to the same information from the muon system
the L1 trigger has at present. After this the event filter will use hardware-based
tracking systems for track finding. The trigger decision is refined based on the

tracking information to reduce the event rate down to 400 kHz.

3.5 ITk

The current ATLAS inner detector will not be able to withstand the conditions of
the HL-LHC. The TRT will reach 100% occupancy, and, as a result, the tracking
efficiency will decrease. The Pixel and SCT detectors would also have significant
radiation damage that would limit their performance. The current inner detector
also only extends to an |n| of 2.5. There is more physics potential for the ATLAS
detector if this is increased. For example, the acceptance will increase for a Higgs
boson decaying into four charged leptons and it will also help reject jets which
originate from pile-up in the forward direction, extremely important for VBF

measurements. The ATLAS collaboration has therefore decided to completely
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rebuild the inner detector. The TRT and the current silicon detector is removed

in favour of a new all-silicon detector, a project known as the inner tracker (ITk).

There were two different proposed layouts for the I'Tk. The layouts (Inclined and
Extended) both have coverage up to an |n| of 4.0. In the inclined layout, all pixel
barrel layers have a section where the sensors are inclined with respect to the
z-axis (Figure while in the extended layout, there is no inclined sensors. For
all designs, the innermost 2 pixel layers are designed to be insertable as it may
be necessary to replace them to ensure high performance for the entire HL-LHC

data set.

At the beginning of 2017, the ATLAS collaboration decided to pursue an 1Tk
layout which resembled that of the inclined layout. The rest of this chapter

documents studies which were used as an input to this decision.
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Figure 3.5 The Extended (left) and Inclined ITk layouts (right) in the R — z
plane [0]).

3.6 Occupancy studies

The 1Tk layout is constantly evolving with feedback from performance studies
and engineering. The I'Tk layout used in the simulation at the time these studies

were performed is detailed in Appendix A.

The terms channel occupancy, hit density and cluster density are poorly defined

in the literature. In the studies presented here, the following definitions are used:

1 Number of pixels [strips] hit in a detector section

Channel Occupancy =
pancy NEvents Total number of pixels [strips] in a detector section

(3.1)
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1 Number of pixels [strips] hit in a detector section

Hit Density = (3.2)

NEvents ~ Area of pixels [strips] in a detector section

) 1 Number of pixel [strip] clusters in a detector section
Cluster Density =

NEvents Area of pixels [strips] in a detector section
(3.3)

In order to reduce the number of tracks that are formed from spurious hits, the
channel occupancy must be kept low. From the current understanding of the
Pixel and SCT detectors, a channel occupancy of less than 0.1% in the pixel
layers and less than 1% in the strip layers leads to an efficient and stable pattern

recognition suitable for tracking.

The channel occupancy, hit density and cluster density of the ITk will vary from
event to event, depending on the activity of a particular event. These studies
presented show results for these quantities in the I'Tk strip and pixel detectors
for both the inclined and extended layouts. Simulated minimum bias events
(inelastic pp collisions) with (u) = 200 are used. The results are averaged over

1000 events and averaged over ¢.

In the following, it is assumed that the detector is read out in the so called 01X
mode, as is currently the case for Run 2. This means that a hit (1) is only counted
if there is no hit in that same channel in the previous bunch crossing (0), and

regardless of whether or not there is a hit in the subsequent bunch crossing (X).

A detailed specification of the ITk detector is given in Appendix A.

3.7 The ITk Strip Detector

The building blocks of the strip barrel and end-caps are called staves and petals,
shown in Figure[3.6] Each barrel stave houses 28 modules. In the first two layers,
each module has four rows of short (24.10 mm) strips and in the outer two layers,
each module has two rows of longer strips (48.20 mm). Each row has 1280 strips.
The decision to use short or long strips is one of the most important design
decisions in the strip detector, a compromise between detector performance and

cost.
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In each end-cap, there are six disks and each disk is populated with 32 petals with
each petal hosting six modules. The strip lengths vary in the modules, increasing
in size moving away from the beam axis (details in Appendix A). The shorter

strips are used close to the beam axis in order to minimise the channel occupancy.

593 mm

hybrids
modules

1400 mm

Figure 3.6 FEnd-cap petal (top) and barrel stave (bottom) components [61)].

Strip Results

Each data point in the results presented represents a module as discussed above,

with the result averaged over ¢.

The average cluster size (number of strips hit) increases as a function of z in the
barrel and as a function of R in the end-caps. The cluster size in the barrel is
typically 2.3 - 2.8 and 1.5 - 2.1 in the end-caps.
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Figure 3.7 The average cluster size as a function of z in the barrel (Left) and
as a function of R in the end-cap (Right).

Figure [3.§ shows the average hit density in the barrel and in the end-cap. The

hit density is almost constant as a function of z in the barrel while in the end-
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cap, the hit density is highest near the the centre of the end-caps and falls off
quadratically with R. The maximum hit density for the strip detector in the
barrel is 0.005 hits / mm? in the innermost layer and 0.0058 hits / mm? in the

end-cap.
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Figure 3.8 The average hit density as a function of z in the barrel (Left) and
as a function of R in the end-cap (Right).

The channel occupancy is below 1% in all layers in the barrel. In the end-cap

disks the channel occupancy is typically 0.6 - 0.8% except for nearest the centre
where it is up to 1.2%, slightly above the desired 1%.

The channel occupancy is similar for layers 1 and 2 despite layer 1 being closer

to the interaction point. This is a result of the use of short strips in layer 1 and

longer strips in layer 2. These results motivate the use of short strips in the first

two layers, otherwise the channel occupancy would exceed the desired 1% and it

is clear that short strips are not necessary in layers 2 and 3 since long strips are

used in simulation at present and the channel occupancy is significantly less than

1%.
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Figure 3.9 The average channel occupancy as a function of z in the barrel (Left)
and as a function of R in the end-cap (Right).
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3.8 The ITk Pixel Detector

Pixel Barrel

The pixel size for the ITk is chosen to be 50 x 50 um? at present, in comparison
to the size in the current pixel detector of 50 x 400 pm?2. The chip is 20.0 mm
by 16.8 mm and has 336 x 400 pixels in it.

In the extended layout, there are two chips per sensor in the innermost layer and
four chips per sensor in the other layers. In the inclined layout, the flat section of
the pixel barrel is identical to the extended layout while in the inclined sections,
there is only one chip per sensor in the innermost layer and only two chips per

sensor in the other layers.

The pixel end-caps are composed of rings. The rings are composed of sensors
with four chips per sensor. A detailed description of both the pixel barrels and

the pixel ring systems are given in Appendix A.

Pixel Results

Each data point in the results presented represent a sensor as defined above,
with the result averaged over ¢. In the strip results, the barrel results were
shown beside the end-cap results for the inclined layout. The layout for the strip
detector is identical in both layouts so results were not repeated. In this section

the results for the pixel detector will be compared between the two layouts.

For a charged particle incident on a sensor, the number of pixels hit increases
as the track incidence angle increases. In the extended pixel barrel, the average
cluster size (number of pixels hit) shown in (Figure reaches more than 20
pixels for |z| > 600 mm. In the inclined pixel barrel, the average cluster size
increases as a function of |z| until the sensors are inclined, then the average

cluster size drops to approximately 2.0 - 4.0.

The average channel occupancy (Figure [3.11)) increases as a function of |z| in the
extended layout due to the larger cluster sizes. In the inclined layout, it increases
as a function of |z| until the sensors are inclined where it drops then increases as

a function of |z| again.
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In the extended layout, the maximum cluster density (Figure is approxi-
mately 0.1 clusters / mm? in the centre of the innermost pixel barrel layer. The
cluster density decreases with z since in the forward direction, the particles are
traversing less sensors and creating larger clusters as shown in Figure [3.16, In
the inclined layout, the results are the same in the flat section of the barrel while
for the inclined section, the cluster density increases as a function of z as a result

of the incident particles creating smaller clusters in more sensors.

The channel occupancy and cluster density results suggest that different readout
strategies would be optimal for each layout. The extended layout would benefit
from a cluster based on-chip data compression scheme due to its smaller cluster

density while the inclined layout could read out the individual pixel hits as normal.
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Figure 3.12 The average cluster density as a function of z in the extended barrel
(Left) and in the inclined barrel (Right).

The pixel rings are the same in both the inclined and extended layouts, so only

small differences are expected here. Results are shown for both for completeness.

The average cluster size is typically 2.2 - 4.0 in the pixel rings.
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The channel occupancy and cluster density in the pixel rings are shown in
Figure Both of these quantities are slightly higher in the extended layout
due to the higher number of secondary particles as a result of the additional

material in the extended layout.
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Figure 3.14 The average channel occupancy as a function of z in the pizel
rings in the extended layout (Top Left) and in the inclined layout
(Top Right). The average cluster density as a function of z in the
pizel rings in the extended layout (Bottom Left) and in the inclined
layout (Bottom Right).

2D Results

The channel occupancy results for the strip and pixel detectors were placed in
the R — z plane to produce a 2D result (Figure |3.15)) for the entire ITk.

Innermost radius and sensor thickness
At present, the innermost pixel layer for the ITk is set to be placed at R =

39 mm. The IBL that is used in Run 2 is located at R = 33 mm. Being closer

to the interaction point has the advantage of more precise impact parameter
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Figure 3.15 The average channel occupancy in the inclined layout (Left) and
extended layout (Right) in a 2D plane of R & z. The sensor
positions are the average of the cluster positions associated to that
sensor.

measurements but also the disadvantage of increased channel occupancy, cluster

density and more radiation damage.

The sensor thickness in the innermost layer was also modified. In the results that
follow, the label (Step 1.5) refers to sensors with thickness 150 pum and (Step
1.6) refers to sensors with thickness 100 pum. These studies were only performed
for the extended layout. There was also no minimum bias samples available for
the R = 33 mm setup so ¢t samples were used and compared to minimum bias
samples in Step 1.5 to check if the use of t¢ samples would cause any significant

differences.

The average cluster size is shown in Figure [3.16| for pixel layer 0 in the barrel
and ring layer 0 for the different samples. It can be seen that the cluster sizes
decrease when the sensor thickness decreases and there is little dependence on

the innermost radius.
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The channel occupancy and cluster densities are both smaller when the sensor

thickness is decreased due to the smaller cluster sizes.

An increase in both

quantities is observed as expected when R is moved from 39 mm to 33 mm.
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3.9 Other ITk studies

Many other studies were performed by the ATLAS collaboration in order to reach
the decision of building an [Tk that resembles the inclined layout. Some of these

studies are shown here to put this decision into context.

3.9.1 Material description

Since the amount of material has a large impact on tracking performance,
particular care was taken to describe the material that was used in simulation.
The material used in terms of radiation length X, is shown as a function of ||
for both layouts in Figure 3.18 In the central region, both layouts are similar
and have very little material. In the forward region, |n| > 2.2, the Xy can be up
to 30% greater in the extended layout because it has more silicon sensors where

the pixel barrel is inclined in the inclined layout.
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Figure 3.18 The material description at the exit of the ITk in units of Xg as

a function of |n| in the extended layout (Left) and for the inclined

layout (Right) [61).
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3.9.2 Impact parameter resolutions

Inclined vs Extended

Results are shown in Figure for the impact parameter resolutions for single
muons with pr = 1, 10 and 100 GeV for the inclined and extended layouts. In
the central region, |n| < 2.2, the layouts have almost identical performance for
all pr. In the forward region, for |n| > 2.2 and for pr 1 - 10 GeV, the impact
parameter resolutions are significantly better in the inclined layout. This is due to
the inclined sensors, the particles traverse less material and the effect of multiple
scattering on the track decreases. For |n| > 2.2 and pr = 100 GeV, the extended
layout performs better. As shown in Figure[3.10] particles in the forward direction
can create long clusters (> 20 pixels) containing angular information which can
help improve the impact parameter resolutions for particles with pr = 100 GeV.
However, high pr muons with || > 2.2 are rarely produced in the decays of
Standard Model paricles and are therefore unlikely to be important for physics

analyses. The resolution from the inclined layout is also already adequate.

Change to innermost radius

Results are shown in Figure for the impact parameter resolutions for single
muons with pr = 1, 10 and 100 GeV for the extended layout with the innermost
pixel layer set to R = 39 mm (nominal) and with it set to R = 33 mm. For muons
with pr = 1 GeV, the impact parameter resolutions improve by approximately
10% for all . For muons with pr > 10 GeV, there is only improvements at very
high 7.
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layouts. The ATLAS Run-2 results are overlaid. [73]
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3.9.3 Jets

In this section, the rejection of jets which originate from pile-up is studied in both
layouts. One of the most common techniques for doing this, is by considering the
discriminant R,r. The R,r is defined as the scalar pp sum of the tracks that are
associated with the jet and originate from the hard-scatter vertex divided by the

fully calibrated jet pr:

_ Zk pgkk (PVy)
— p];t

Ryr

(3.4)

The tracks used in the calculation of R, must pass various quality requirements
as defined in Ref. [74] and must have pf* > 1 GeV and |n'*| < 4.0. Jets that
have large values of R, are more likely to originate from the hard-scatter vertex.
In this simple study, tracks are associated to the hard-scatter vertex by requiring
the difference between the 2z, impact parameter of the track and the z-coordinate
of the hard-scatter vertex to be less than a given value. The chosen value is
two times the parameterised RMS of the |zg — zgg| distribution as a function of
|n'*| computed from di-jet events, shown in Figure m The larger values of
|20 — zms| in the forward region from the extended layout reflects the larger z,
resolution for low pr tracks as shown in Figure [3.19] This larger window gives a

higher contamination of tracks coming from pile-up that are near the hard-scatter

vertex.
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Figure 3.21 RMS of |20 — zus| as a function of |n| of the track computed
from di-jet events with (1) = 200 using the inclined and extended
layouts. [73]

In the following, a reconstructed jet is defined as a hard-scatter jet if a truth jet

associated with the hard-scatter vertex has pf*“¢ > 10 GeV and is found within

AR = 0.3 of the reconstructed jet. Reconstructed jets which are separated by
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more than AR = 0.6 from any truth jet with p{“¢ > 4 GeV are labelled as pile-
up jets. For events used in this study, the reconstructed hard-scatter vertex is

required to be within 0.1 mm of the true hard-scatter vertex.

The distribution of Ry for hard-scatter and pile-up jets is shown in Figure [3.22]
for the |n| region, 2.9 < |p| < 3.8. In the other || regions, the performance
between the two layouts is almost identical. The R, distribution for pile-up jets
has a larger tail for the extended layout as a result of the worse 2, resolution for

low pr tracks.

The efficiency for pile-up jets as a function of the efficiency for hard-scatter jets
for passing an Rr selection is shown in Figure [3.22] Tt can be seen that for |n| <
2.9, the performance of the two layouts (triangles and rectangles) is very similar
while there is a significant difference in the forward region, |n| > 2.9 (circles). In
the region, |n| > 2.9, for a fixed efficiency of pile-up jets of 5%, the efficiency for
hard-scatter jets is 76% for the extended layout and 86% for the inclined layout.
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Figure 3.22 The Ry distribution for hard-scatter and pile-up jets for jets with
20 < pr < 40 GeV in the region 2.9 < |n| < 3.8 (Left). The
efficiency for pile-up jets as a function of the efficiency for hard-
scatter jets with 20 < pr < 40 GeV using the Ryr discriminant
(Right). Both quantities are calculated from Monte Carlo dijet
events with () = 200 using the inclined and extended layouts [735].
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3.9.4 Summary

The studies shown in this chapter led to the following recommendations:

e Keep the innermost radius of the innermost pixel layer at R = 39 mm
instead of R = 33 mm. There are small improvements to the impact
parameter resolutions in the Extended layout when moving the innermost
pixel layer from R = 39 mm to R = 33 mm, however the channel occupancy
increases by 10% to 30% depending on position, and the data transmission
rate is already expected to be challenging. There was no radiation damage
studies performed for the R = 33 mm setup which was also a significant

concern.

e The ITk community will continue to study and build an I'Tk which resembles
the inclined layout. In the forward region, the impact parameter resolutions
are better for the inclined layout at low pr. This low pr regime is what
is expected from the HL-LHC in the forward region. The superior impact
parameter resolution produces better rejection of forward pile-up tracks

which translates into better suppression of pile-up jets.
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Chapter 4

Prospects for Observing ttH H
Production at the HL-LHC

In this chapter, the prospects for observing t¢tH H production with both Higgs
bosons decaying to bb are presented. This study assumes HL-LHC conditions,
an upgraded ATLAS detector, and 3000 fb~" of proton-proton collisions at /s =
14 TeV.

This study has been approved as an ATLAS public note [75].

4.1 Motivation

There are a large number of studies, both phenomenological and by the ATLAS
and CMS collaborations studying Higgs boson pair production at the HL-LHC
using the ggF production mechanism. The other production mechanisms have
largely been ignored due to their smaller cross sections, however they do offer
additional handles for rejecting background processes. For example, charged
leptons from a vector boson decay or b-jets originating from the decay of a
top quark. It is important to examine these other production mechanisms and

understand if they could improve the sensitivity to the search for HH production.

The predicted cross section for t¢H H production at /s = 14 TeV is 0.98 fb [25],
in comparison to 37 fb [24] for ggF HH production and 55000 fb [19] for ggF
single Higgs production. The following phenomenological publications [76, [77]

74



suggest that ttH H production is a promising channel to study Higgs boson pair

production:

Englert, C., F. Krauss, M. Spannowsky, and J. Thompson. “Di-Higgs phe-
nomenology in tthh: The forgotten channel.” Phys. Lett. B743: (2015) 93-97.
[76]

Liu, T., and H. Zhang. “Measuring Di-Higgs Physics via the tthh — ttbbbb
Channel.”  [T7]

Both publications study ttH H production with both Higgs bosons decaying to bb
assuming a data set of 3000 fb~'. Ref. [76] does not study the impact of a detector
apart from assuming that b-jets can be tagged with an efficiency of 70% for a 1%
mistag rate for other jets while Ref. [77] uses the DELPHES 3 [7§8] simulation
to emulate an ATLAS-style detector. Both studies find that approximately 2o
statistical significance can be achieved for the ttHH process by targeting the
semi-leptonic final state of the ¢ system, that is: t£ — WWbb — lvqqbb where [

is an electron, muon or tau particle.

The most promising HH HL-LHC study by the ATLAS collaboration is in the
bby~y final state. The expected statistical significance is 20 and the ratio of the
Higgs boson self-coupling to its SM expectation, k, is expected to be constrained
to —1.1 < k) < 8.1 at 95% CL [63].

If 20 statistical significance for ttHH production can be achieved with the
upgraded ATLAS detector and the pile-up conditions, the ¢t H H process would be
one of the strongest motivations for the HL-LHC program. The unique signature
of six b-jets would also make this a benchmark process to optimise the design of

the upgraded inner detector.
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Figure 4.1 Leading order Feynman diagrams for ttHH production.

4.2 Signal and Background Generation

The signal and background Monte Carlo samples used for this analysis are
summarised in Table 4.1 In all samples a Higgs boson of my = 125.0 GeV
is used. The branching ratio for H — bb is taken from Ref. [79].

Sample Generator o (fb) Filter Eventsin 3ab™* Events Generated
ttHH(HH — bbbb) MADGRAPH/PYTHIAS  0.33 - 990 20,000
ttbb + jets SHERPA 3750  0.52 5,850,000 6,000,000
ttH(H — bb) + jets SHERPA 371 0.55 612,000 600,000
ttZ(Z — bb) + jets SHERPA 163 0.55 269,000 300,000

Table 4.1 Summary of the signal and background samples used in this analysis.
The background samples are generated with a filter requiring a charged
lepton (e, p or T) with pp > 20 GeV. Additional filters are placed on
the ttbb process, b-quarks are required to have pr > 15 GeV and myp
is required to be > 30 GeV at the matriz element level.

The signal ttH H(H H — bbbb) is generated using the MADGRAPH [12] generator
at leading order. Showering and hadronisation are simulated using PYTHIAS [15].

The A14 tune [80] of shower and multiple parton interactions parameters is used
together with the NNPDF2.3 PDF set [81].

Following the approach in the phenomenological studies, the following back-
grounds are considered: ttbb+jets, ttZ(Z — bb)+jets and ttH(H — bb)+jets.
It should be noted that in Ref. [76], t£bbbb is considered as a background, while
this analysis considers ttbb+jets.

Each background process is generated using SHERPA2.2 [9] at leading order, using
massless b-quarks, and with up to two additional jets using the NNPDF3.0 PDF
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set [82]. This analysis considers only final states containing electrons or muons,
therefore a filter is applied to select events with at least one electron, muon or tau
with pr > 20 GeV. Additionally, for the t£bb sample, a selection at the matrix
element level is applied to the b-quarks of pr > 15 GeV and on the invariant mass
my, > 30 GeV.

The cross section for the ttH H sample is normalised to the next-to-leading-order
prediction [25] of 0.98 fb (before the Higgs boson branching ratio is applied).
The background samples are normalised to leading order, using the cross section

calculated by the generator.

4.3 Analysis

4.3.1 Object selection

Jets

This analysis uses stable particles from Monte Carlo events. The stable particles,
excluding muons and neutrinos are clustered into truth jets using the anti-k;

algorithm with a radius parameter of 0.4 via the FastJet package [55].

The pr of the truth jets are smeared by an n- and pr-dependent parameterisation
as described in Ref. [83]. For central jets with pr around 30 GeV the smearing
has a standard deviation of approximately 50% x pr; for central jets with pr >

100 GeV, the smearing has a standard deviation of approximately 12% X pr.

All jets are required to have pr > 30 GeV and |n| < 4.0. Jets that are within

AR of 0.1 of an electron or muon candidate are removed from consideration.

Each generated event is also overlaid with simulated pile-up jets, these jets are

taken from a library which are produced from fully simulated (u) = 200 events.

Pile-up jets can be suppressed by using information from the inner detector. The
discriminating variable R,r as defined in Chapter 3 is used. The efficiency for
pile-up jets to pass an R,p selection is shown as a function of the efficiency for
hard-scatter jets to pass the same selection in dijet (1) = 200 events in Figure .
A working point is used so that 98% of pile-up jets with pr > 25 GeV and |n| <

2.5 are rejected. The efficiency for the hard scatter jets to pass the same selection
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is > 86%. The average number of pile-up jets as a function of |n| before and after
the R, requirement is shown in Figure

The truth flavour of the jets is determined by matching the truth b/c-hadron to
a truth jet within a AR of 0.2. If the truth hadron matches more than one jet,
only the jet closest in AR is labelled as a b/c jet. Any truth jets which are not
matched to a b/c hadron are labelled as light jets and have originated from other

quark flavours or a gluon.

In this analysis, the pr, || and truth flavour of each jet is used as an input to a
parameterisation of the ATLAS MV1 b-jet tagger algorithm [84]. Working points
are defined which correspond to given b-jet tagging efficiencies and associated
rejection rates of non b-jets. The 70% working point corresponds to 70% of truth
b-jets being correctly identified in ¢t events, the working point has a background

rejection rate of 5 for c-jets and 500 for light jets.
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Figure 4.2 Left: The n distribution of the number of pile-up jets before and
after the Ryr selection. Right: The efficiency for pile-up jets as a
function of the efficiency for hard-scatter jets.

Electrons and muons

Electrons and muons are taken from the stable particle record of the Monte Carlo
events. The energy and pr of electrons and muons are smeared using pr and 7-

dependent functions, as described in Ref. [83].

Electrons and muons are required to have pr > 25 GeV. Electrons are required
to have |n| < 4.0 while muons are required to have |n| < 2.5. An isolation
requirement is placed on the electrons and muons, the sum of the transverse
energy in a cone of AR of 0.2 must be less than 0.2 xpr. The isolation requirement

removes around 2% of electrons and muons.
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4.3.2 Event selection

This analysis follows a similar strategy to the phenomenological studies and
targets the semi-leptonic top quark decay final state. The event selection is
optimised to maximise the statistical significance for a counting experiment,
S/v/B, where S is the number of signal events and B is the number of background

events.

e Events must have exactly one isolated electron or muon with pr > 25 GeV

and |n| < 4.0 for electrons and |n| < 2.5 for muons.

e A single lepton trigger requirement for HL-LHC running is emulated:
each event must have an electron or muon consistent with trigger require-
ments [85].

e Events must have > 7 jets with pr > 30 GeV and |n| < 4.0.
e > ) b-tag selection: at least 5 jets are required to be b-tagged.

e The average separation in pseudorapidity between two b-tagged jets:
(n(b;,b;)) is required to be less than 1.25.

e LEvents are sorted into 5 b-tag and > 6 b-tag categories.

e No requirement is made on the missing transverse momentum.

The single electron trigger selects electrons with |n| < 2.5 with an efficiency of
95% for 22 GeV < pr < 35 GeV and 100% for pr > 35 GeV; for electrons with
2.5 < |n| < 4.9 and pr > 35 GeV, the efficiency is 90%. The single muon trigger
selects muons with pr > 20 GeV and |n| < 2.4 with an efficiency of around 96%.

4.3.3 Event shape variables

Several event shape variables are studied in order to discriminate the ¢t H H signal
from the background processes. The following variables are found to have the

most discriminating power:

1. The average separation in pseudorapidity between two b-tagged jets:
(n(bi, by))-
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2. Centrality, defined as the scalar sum of pr for all jets, divided by the energy

sum of all jets.

3. The scalar sum of pr for b-tagged jets, Hp.

These variables are shown in Figures [4.4] and [4.5]

A scan is performed on the above variables in order to optimise the statistical
significance S/v/B. A single selection criteria of (n(b;,b;)) < 1.25 is found to
maximise the significance. No selection on either the centrality or Hp is made as

these do not improve the statistical significance.
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Figure 4.3 Left: Jet multiplicity, after the selections for trigger and
electron/muon. Right: Number of b-tagged jets in events that have
passed the > 7 jets selection.
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Figure 4.4 Left: The average separation in pseudorapidity between two b-tagged
jets (n(bs, b)), after trigger, lepton and jet selections. Right: Higgs
boson candidate mass, my,, found from selecting the b-tagged jets
which have the largest vector sum pp, shown for events that have
passed the > 5 b-tag selection, normalised to unity.
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Figure 4.5 Left: Centrality; Right: Hp. Both variables are plotted after trigger,
lepton and number of jets requirements with > 5 b-jets.
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4.3.4 Higgs Boson Candidate Reconstruction

Higgs boson candidates can be reconstructed from the b-jets. However, due to
the large number of b-jets in the event, there is a combinatorial problem. Two
different methods are studied to assign the b-tagged jets to the Higgs boson

candidates.

The first method follows the procedure performed in Refs [70] [77] by selecting
the b-tag jet pairs that minimise the following quantity:

X2 = (mayp, — ma)? + (Mygp, — M)’ (4.1)
where mpy is set to 120 GeV. The choice of 120 GeV, not the 125 GeV used for
simulation is motivated by the loss of the jet energy through decays to neutrinos.
The distributions for m,;, and my,;, are shown in Figure . It can be seen that

there is little discriminating power in these variables.

A second method finds the pair of b-tagged jets which have the largest vector sum
pr and assigns this pair as a Higgs boson candidate; this is shown in Figure [£.4]

In contrast with Refs [76, [77], it is found that making a requirement on my,
does not improve the statistical significance in either case and therefore no
requirements are made on the masses of the Higgs boson candidates. It is thought

that this is due to the inclusion of a realistic detector response.
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Figure 4.6 my,p, and my,p, found by minimising the x2.

4.3.5 Systematic uncertainties

This analysis is most similar to the search for t£H(H — bb) production which
ATLAS has performed in Run 1 [86] and Run 2 [87]. The dominant systematic
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uncertainties in these results arise from the understanding of the tfbb process.
In Run 1, a 50% uncertainty was assigned to the normalisation of tbb due to
differences in the cross section predicted from different event generators. In Run
2, the normalisation of ¢tbb was allowed to float in the fit and the fit favoured a

normalisation scale factor of k = 1.24 4+ 0.10.

The HL-LHC is set to finish in approximately 2035 so theory calculations are
expected to evolve and the data from the LHC can be used to improve the
predictions of event generators further. The 95% CL exclusion limit on the
cross section for ttHH production is therefore computed as a function of the
same normalisation systematic uncertainty applied to all backgrounds. No other

systematic uncertainties are considered.

4.3.6 Results

The event yields for the ttH H signal and the background processes considered
are shown for each selection in Table 4.2l For the > 5 b-tag selection, the number
of signal and background events in 3000fb™! is 25 and 7,100 respectively, with

the largest background contribution coming from the ttbb + jets process.

For exactly 5 (6) b-tags, the number of signal events is 19 (6) and the number of
background events is 6,600 (510), resulting in a statistical significance of 0.23 ¢
(0.270). These two categories can be combined in quadrature to give an overall

statistical significance of 0.35 0.

Sample None Trigger One lepton  >7 jets >5 b-tags n(b;,b;) =5 b-tags >6 b-tags
ttHH(HH — bbbb) 990 513 253 139 29 25 19 6
ttH(H — If)) + jets 610,000 500, 000 290,000 69,000 1,580 1,200 1110 90
tZ(Z — bd) + jets 270,000 220,000 125,000 26,000 600 390 360 30
tthb + jets 5,900,000 4,800,000 2,800,000 460,000 9,700 5,500 5100 400
total background 6,800,000 5,500,000 3,200,000 550,000 11,900 7,100 6580 520

Table 4.2 Summary of event selection criteria applied to signal and background
processes for 3000 fb~t. The background samples are filtered to require
a charged lepton with pr > 20 GeV, whereas no filter is required on
the signal sample; this leads to the appearance of a smaller trigger
efficiency for the signal sample. n1(b;,b;) refers to the (n(bs;,b;)) <
1.25 requirement.

For this analysis, the likelihood is a product of two Poisson functions, one for the
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5 b-tag category and one for the 6 b-tag category given by:

St (ps; + )™
L(n.0) = [[ et G(o) (42)
=1 7

where p is the signal strength defined as the ratio of the measured cross section to
the SM expectation, s; is the number of signal events expected, b; is the number
of background events expected and the total number of events expected is given

The systematic uncertainties are managed by introducing nuisance parameters
0 where G(0) is a set of unit Gaussian constraints. In this analysis, the
only systematic uncertainties considered are normalisation uncertainties on the

backgrounds. These are modelled using log-normal distributions.

The expected 95% CL upper limit on the signal strength is shown as a function
of the systematic uncertainties in Figure A description of the statistical tests
used at the LHC is given in Appendix B.
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Figure 4.7 The expected 95% CL upper limit on o(ttHH)/osm as a function
of a normalisation systematic uncertainty placed on all the
backgrounds.
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4.4 Comparisons with phenomenological

publications

Both Refs. [76, [77] found that 2o statistical significance could be achieved for
the ttH H process at the HL-LHC assuming a dataset of 3000 fb~" whereas this
study finds that only 0.350 can be achieved. The main difference between this
study and Refs. [76, [77] are the background processes considered. For example,
Ref. [76] uses a smaller background of ttbbbb while this study uses ttbb with up
to an additional two jets. The event selection between the two studies is very
similar which faciltates comparisons. In Ref. [76] they find 134 ttbbbb events after
requiring 5 b-tagged jets at the 70% working point, while this study finds 5,500
events for ttbb + jets.

The composition of the events in the tfbb + jets sample passing the event selection
was examined. For every ttbb + jets event that passes the 5 b-tag jet selection,
the event is categorised using truth information. The anti-ky truth jets without
smearing applied are used. A jet is only counted if it has pr > 30 GeV and
In| < 2.5 to match the jet definition used in Ref. [76]. The truth flavour of the
the jet is found by matching the truth b/c-hadrons to the truth jet within a AR of
0.2. For jets which originate from a charm hadron, the truth record of the charm
hadron was examined to identify if it was the result of the decay of a W boson.
The results are shown in Table 4.3} It is found that the dominant background in
this study is t£bb + jets with mistagging a c-jet from the decay of a W boson as a
b-jet and that the ttbbbb component which was considered by Refs. [76] [77] only

makes up a small fraction of the background events.
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Classification Number of events
truth-b-jets  truth-c-jets | all events with c-jet from W  with c-jets not from W

2 0 15

2 >1 100 90 10

3 0 200

3 >1 1170 1020 150

4 0 1130

4 >1 4630 3890 740

) 1950

6 410

Table 4.3 Classification of truth jets in the ttbb sample for the > 5 b-jet
selection. The main component of the background is due to real charm
jets from the decay of W-bosons, that are mistagged as b-jets.

4.5 Future improvements

A multivariable analysis approach which used a Boosted Decision Tree with
the variables shown in Figures and [£.4] was briefly studied, however the
improvement to the significance was modest (approximately 10%). It is found
that the dominant background is from mistagging c-jets in the ttbb + jets process.
For a b-tag working point of 70%, the rejection rates obtained for c-jets and light
jets were 5 and 500 respectively. Since this study was carried out, the design of
the I'Tk detector has evolved and the b-tagging algorithm has been re-optimised
for HL-LHC conditions. The rejection rates for c-jets and light jets are now 20
and 700 respectively [67].

A two bin counting experiment is used to determine the significance and to
establish the upper limit on the cross section. This could be improved upon
by performing a binned fit to a variable which discriminates between the signal
and background processes, exploiting the fact that each bin has different S/B.
An example of a variable that could be used is the scalar sum of jet pr, the Hp
shown in Figure [4.8|

4.6 Summary

This is the first time the ¢t H H process has been studied by an LHC collaboration.

A cut based selection has been employed targeting the semi-leptonic decay of the
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Figure 4.8 The scalar sum of jet pr is shown for the signal and background
processes normalised to 3000fb~1 after the > 5 b-tag selection. The
ttHH signal is scaled by a factor of 200 so it is visible.

top quark pair as studied in Refs [76, [77]. The event selection is optimised for
the statistical significance. It is found that by combining the 5 b-tag and 6 b-tag
signal regions together, a statistical significance of 0.35¢ can be achieved. The
expected 95% CL exclusion limit on o(ttH H)/ogy is determined as a function
of the normalisation systematic uncertainties placed on all backgrounds. The
exclusion limit varies between 6 and 12 times the SM value depending on the

systematic uncertainties assumed as shown in Figure |4.7

The result shown here is markedly different from that in Refs. [76], [77] which found
that approximately 2 o could be achieved for the t¢H H process. The origin of this
difference is due to Refs. [76, [77] underestimating the backgrounds, in particular

the mis-tag rate for c-jets.

The statistical significance for ttH H production is approximately a factor of 6
smaller than the most promising HH HL-LHC ATLAS projection (bbyy). The
ttH H production cross section also has a weaker dependence on A\gpg as can
be seen in Figure It can therefore be concluded that at best it will make a
small contribution to the combined search for Higgs boson pair production and

the measurement of the Higgs boson self-coupling, Aggg.
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Chapter 5

The search for HH — bbyy

This chapter presents the search for Standard Model HH — bbyy production
with the full Run 2 data set.

5.1 Introduction

The search for HH — bby~y aims to measure the cross section for HH production,
oy and ultimately measure the Higgs boson self-coupling, A\gggy. However,
the Run 2 data set is not sensitive to the SM, as the cross section for HH
production is approximately three orders of magnitude smaller than single Higgs
boson production. The small HH cross section is a result of the reduced phase
space from requiring an additional Higgs boson, an additional interaction term

and destructive interference between two Feynman diagrams shown in Figure 5.1}

Many BSM theories predict enhanced rates of Higgs boson pair production as
discussed in Chapter 1. For example, simply setting Aggy to 0, increases the
cross section of HH production by more than a factor of 2. In what follows, k) is
used to denote the ratio of the Higgs boson self-coupling to its Standard Model

expectation, that is Ky = Ay /Ny

In order to measure k), it is necessary to understand how the kinematics of
HH production are modified when k) varies. The Higgs boson propagator in
the triangle diagram, shown in Figure (right), is probed off-mass-shell and

as a result the triangle diagram is suppressed in the SM compared to the box
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Figure 5.1 FEzamples of Feynman diagrams for Higgs boson pair production
via gluon-fusion. In the Standard Model, there is destructive
interference between the quark loop (left) and the Higgs boson self-
coupling (right) which reduces the cross section [T5].

diagram, shown in Figure (left). Figure shows the myy distribution for a
number of different ), hypotheses. For k) = +6, the triangle diagram dominates
H H production and the distribution peaks at 2my which is the kinematic region
where the Higgs boson propagator in the triangle diagram is least suppressed.
For k) = 0, there is no contribution from the triangle diagram and the mpypy
shape is characterised by an increase in cross section when mpyg > 2my,,. Hence,
to target large BSM values of k,, it is necessary to search at the myy threshold

while SM H H production is characterised by large values of mpypy.
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Figure 5.2 The mpygpy distribution is shown for a number of different k)
hypotheses.

The bbyy final state is a particularly attractive channel for studying HH
production. It combines the large branching ratio of H — bb with the low
backgrounds, clean trigger and excellent mass resolution of H — 7. In Standard
Model H — ~~ analyses, a narrow peak appears in the diphoton invariant mass
spectrum on top of a smoothly falling background and the signal can be extracted
by performing a fit to the m., distribution. A HH — bbyy signal would also

appear in the m.. spectrum, on top of a H — vy peak from single Higgs boson
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production and a smoothly falling background. The bby~y channel also contains
a second mass peak with the H — bb decay. This could prove to be particularly
powerful in constraining the single Higgs background since they have the same

resonant shape in m., but not in myy.

The analysis strategy is to use multiple categories in order to maximise the
sensitivity and then to extract the signal by performing a fit to the m,,
distribution as traditionally done in H — <7y analyses and then to study
extracting the signal by performing a 2D fit to both the m.,, and my, distributions.

5.2 Data and Monte Carlo samples

This analysis uses a data set of proton-proton collisions at /s = 13 TeV recorded
by the ATLAS detector from 2015 to 2018. This corresponds to an integrated
luminosity of 139.0fb™!. Table shows the integrated luminosity obtained in
each year and the average number of pp interactions in a bunch crossing in each

year.

Year Integrated luminosity pb™' <u>

2015 3219.56 13.4
2016 32995.4 25.1
2017 44307.4 37.8
2018 58450.1 37.0
Total 138972 34.2

Table 5.1 The integrated luminosity obtained and the average number of pp
interactions in each data taking year.

Standard Model gluon-gluon fusion H H production is simulated at NLO accuracy
in QCD using an effective field theory approach with form factors for the top-
quark loop from HPAIR [88] to approximate the finite top quark mass effects.
The simulated events are reweighted to the myy spectrum obtained in Ref. [89]
which calculated the process at NLO while fully accounting for the top-quark
mass. This simulated sample is then normalised to a cross section of 33.41 fb
which has been calculated at NNLO [90]. HH production with varied sy is

simulated at leading order accuracy in QCD for eleven values of k.

For the background processes, the SHERPA 2.2.4 [9] program is used to generate

continuum 77 production with up to one additional jet at NLO and up to three
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additional jets at LO. The tf + ~ process is also considered as a background
and is generated using MADGRAPH with PYTHIA8 performing the shower and

hadronisation.

An important source of background in this analysis is from single Higgs boson
production. The dominant single Higgs boson backgrounds in this analysis are
the ggF, ZH and ttH production mechanisms. All single Higgs boson production
mechanisms are considered and the samples used to model them are described in
Table 5.2

The HH signal samples, the continuum 7+ background and the ¢t + ~ samples
are passed through a fast parametric simulation of the ATLAS detector [91]
while the single Higgs boson background samples are passed through a detailed
GEANT4 [92] simulation of the ATLAS detector.

Process Generator Showering PDF set o [fb] Order of calculation of o Simulation
ggF HH MADGRAPH5_aMCQNLO  Herwig++ CT10 NLO 33.41 NNLO+NNLL Fast
BSM ggF HH MADGRAPH5_aMC@NLO  PyrHiA  NNPDF 2.3 LO - LO Fast
¥y + jets SHERPA SHERPA CT10 NLO - NLO Fast
i+~ MADGRAPH5_.aMC@QNLO  PyrHiaA  NNPDF 2.3 LO - LO Fast
ggF PownEG-Box NNLOPS PyTHIA PDF4LHC15 48520 NNLO(QCD) + NLO(EW) Full
VBF PowHEG-Box PyTHIA PDF4LHC15 3780 approximate-NNLO(QCD)+NLO(EW) Full
WH PownEG-Box PyTHIA PDF4LHC15 1370 NNLO(QCD) + NLO(EW) Full
qq — ZH PowHEG-BoX PyTHIA PDF4LHC15 760 NNLO(QCD)+NLO(EW) Full
tH Powngc-Box PyTHIA NNPDF3.0 510 NNLO(QCD) + NLO(EW)) Full
bbH Powngg-Box PyTHIA NNPDF3.0 490 NNLO(QCD) + NLO(EW) Full
99 — ZH PowHEG-Box PyTHIA PDF4LHC15 120 NNLO(QCD) + NLO(EW) Full
t-channel tH MADGRAPHS5 aMC@NLO  PYTHIA CT10 NLO 70 4FS(LO) Full
W-associated tH MADGRAPH5 aMCQNLO Herwig++ CT10 NLO 20 5FS(NLO) Full

Table 5.2 Summary of the event generator programs and PDF sets used to
model the signal and background processes. The SM cross sections
which are used for the normalisation of Higgs boson production are
also shown. The event generators used are: PYTHIA8 [15], HER-
WIG++ [15/, PowHEG-Box [93], MADGRAPH5_aMC@NLO [12],
SHERPA 2.2.1 [§]. The PDF sets used are: CT10 NLO [9})],
NNPDF2.3 LO [81], NNPDF 3.0 LO [82] and PDF/LHC15 [95]

5.3 Object selection

5.3.1 Photons

The two highest Et photons with || < 2.37, excluding the transition region
between the barrel and endcap calorimeters of 1.37 < |n| < 1.52 are selected as

the diphoton Higgs candidate. The leading (subleading) photon is required to

91



satisfy Em/m4, > 0.35 (0.25).

Identification

The photon identification used by ATLAS relies on selections applied to
calorimetric variables which separate prompt photons from background photons.
Background photons are not only jets faking photons but also genuine photons

such as those from a 7° decay.

Ten variables are used in total for photon identification. These variables
can be grouped into two categories: Hadronic leakage variables which use
information from the hadronic calorimeter, and electromagnetic variables which

use information from the first and second layers of the EM calorimeter.

Loose and tight identification selections are defined. The loose selection only
uses information from the hadronic calorimeter and the second layer in the EM
calorimeter, while the tight selection exploits information from all three layers.
The identification efficiency for the loose (tight) selection for a photon with Er
=40 GeV is 99% (85%) which corresponds to a background rejection factor (jets
faking photons) of 1000 (5000) [96].

Both photons are required to pass the tight identification selection.

Isolation

Photons from a Higgs boson decay are typically well isolated from jet activity so
requirements are placed on the isolation using information from the calorimeter

and the inner detector.

To calculate calorimeter isolation, the transverse energies of topological clusters
are summed up in a cone of AR = (0.2 around the photon. The transverse energy
of the photon and contributions from pile-up are removed from the cone in this

computation.

To calculate track isolation, the pt of the tracks are summed up in a cone of
AR = 0.2 around the photon. For converted photons, tracks that are associated

with the photon conversion are removed.

The calorimeter (track) isolation is required to be 6.5% (5%) less than the
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transverse energy of the photon.

Both photons are required to pass the calorimeter and track isolation re-
quirements.  After requiring the tight identification selection, the isolation

requirements offer a further rejection factor of 1.5 for jets faking photons [96].

5.3.2 Jets

Jets are reconstructed from topological clusters of energy deposits in the
calorimeter cells using the anti-k; algorithm with a radius parameter of 0.4 via
the FastJet package [55].

Jets originating from pile-up with |n| < 2.4 are suppressed using the jet vertex
tagger (JVT) [58] which combines tracking information into a multivariate
likelihood.

All jets used in this analysis are required to be central (|n| < 2.5) and to have pr
> 25 GeV.

Flavour Tagging

A multivariable discriminant is used to classify b-jets from other flavours of
jets [59]. The discriminant uses impact parameter information, reconstructed
secondary vertex position and decay information as inputs. Working points are
defined by requiring that the discriminant is greater than a certain value that
corresponds to a specific b-tagging efficiency in t¢ events. The working points and

their corresponding background rejection factors are shown in Table [5.3]

b-tag working point ‘ charm rejection ‘ T rejection ‘ light rejection

60% 22 151 1150
70% 8 38 301
7% 4 15 109
85% 2 6 27

Table 5.3 The rejection rates for charm, T and light jets for each b-tag working
point.
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5.3.3 Leptons

Electron candidates are required to have pr > 10 GeV and |n| < 2.47, excluding
the region 1.37 < |n| < 1.52. Electrons must also satisfy identification and

isolation requirements.

Muon candidates are required to have pr > 10 GeV and || < 2.7. Muons must

satisfy identification and isolation requirements.

Hadronic tau candidates are not used in this analysis.

5.4 Data / MC comparisons

It is not essential in this analysis for MC simulation to describe data well across
a range of kinematic variables since the background in the analysis is estimated
using data-driven methods described later. However if the MC is to be used
for analysis optimisation, it is necessary for there to be at least a reasonable
agreement between data and MC. The MC is also used to assess the bias from
the choice of functional form used to model the background which is discussed in

more detail later.

The following loose preselection is used to compare data and simulation: N,
jets < 67 Nlep - 07 N85% b—tags > 27 N7O% b—tags < 37 Mpy € [607180] GeV.

Figure[5.3]shows comparisons between data and MC for a number of variables. In
all figures, events in the signal region m., € [120,130] GeV are removed in both
data and MC with the exception of the m., figure where the events are removed

in data only.

In general, the shapes between MC and data are in reasonable agreement but the
normalisation is not. This is likely due to a missing v + jets component. It is not
practical to simulate this component but nor is it necessary since the background

is estimated using data-driven methods.
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Figure 5.3 Comparison between data and simulation for m~~, my,, AR(vyy, bb)_,
the sum of the b-tag scores of the two jets that make up the H — bb
candidate, AR(v,7) and the jet multiplicity.
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5.5 Event selection

5.5.1 H — ~~ selection

Multiple triggers are used at the High Level Trigger (HLT) for H — ~~ candidate
events during Run 2. The use of multiple triggers is a result of the different pile-
up conditions in each data taking year. All triggers require two photons to be
reconstructed at the HLT passing a loose photon identification criteria with the
isolation criteria varying depending on data taking year. The leading (subleading)
photon must have Er > 35(25) GeV.

This analysis uses the nominal H — 7 selection which is common to all H — ~~
physics analyses in ATLAS. Events are required to have the following:

e The event must pass one of the diphoton triggers used.

e At least one primary vertex is required to be reconstructed in the event.

e Two photons passing the tight identification selection.

e Two photons are required to pass the isolation criteria, that is the
calorimeter (track) isolation is required to be 6.5% (5%) less than the

transverse energy of the photon.

e The leading and subleading photons must have Er/m., > 0.35 and Er/m.,,
> 0.25.

The acceptance x efficiency for the H — ~+ selection is shown as a function of k)
in Figure[5.4] As discussed in the introduction, the kinematics of HH production
become significantly softer for large BSM values of k) and therefore the efficiency

of the H — ~7 selection decreases at these values.

5.5.2 Primary vertex selection

In most physics analyses, the primary vertex is usually selected by choosing the
vertex which has the highest Y p4 of tracks associated to it and is often referred
to as the hardest vertex. However this selection is not optimal for H — v since

unconverted photons do not leave tracks in the inner detector. A neural network
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Figure 5.4 The acceptance x efficiency for the H — ~v selection as described

n as a function of Ky.

trained on a ggF' H — 7~ sample is used to select the primary vertex using the

following inputs:

e The combined z-position of the intersections of the extrapolated photon
trajectories (reconstructed by exploiting the longitudinal segmentation of

the calorimeter) with the beam axis.

e > pr, the scalar sum of transverse momenta of the tracks associated to the

vertex.
e > pi, the sum of the squared transverse momenta of the tracks.

o A¢(vyy,vertex): the azimuthal angle between the diphoton system and the

system defined by the vector sum of the tracks associated to the vertex.

The selected vertex in each event is the one that maximises the output value of
the neural network [30]. The vertex selection efficiency is shown as a function
of {(u) for ggF H — ~vy and SM HH — bbyy production in Figure . The
primary vertex selected is deemed correct if the z position of the selected vertex
is within 0.3 mm of the true vertex. The neural network improves the selection
efficiency significantly for ggF H — ~v while in HH — bbyy, the additional jet
activity results in the hardest vertex actually being a better choice. Since the
vertex selection efficiency in either case is already very good (> 90%) for bbyry,
the vertex selected by the neural network is used in order to be compatible with

other H — v physics analyses in ATLAS.
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Figure 5.5 The vertex selection efficiency as a function of (u) for ggF H — ~
(Left) and HH — bbyy (Right).

After the neural network has selected the vertex, the position of the photons is
updated by redefining the 1 of the photon using a straight line that connects the
impact point in the first layer of the EM calorimeter with the vertex selected.
This results in an improvement to the m., resolution in ggt" H — v, shown in
Figure (left) and in HH — bbyy, the resolution is approximately the same,

shown in Figure (right).
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Figure 5.6 The m., distribution in ggF H — vy (left) and HH — bbyy (right)
when the hardest vertex is selected (red) and when the neural network
vertex is selected (black).

5.5.3 k), optimisation

The kinematics of HH production change significantly for k) # 1. For large

values of k), the kinematics become particularly soft while SM H H production

is characterised by high transverse momentum kinematics. Figure shows the
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so called modified bbyy mass defined as

M3 = My, — Myg — M., + 250.0 GeV (5.1)

for different x) signal hypotheses and the vy + jets background. The analysis is
therefore separated into different categories using this variable: Mg < 350 GeV
to target BSM values of ) and My > 350 GeV to target SM H H production.

;q; Qo T T T —
o g i Ty + jets B
& 0'18}+ -+ -6y HH 3
o 0.16F i -+ 10Ag, HH E
Jé) 0 14:— T # Agyy HH E
& o1 -
k) 0'125_ e F T E
S 0'1;0- et o, =
g 0.08F +++ . E
[TH O H E
Cl.OE‘)E —*—' - o ++ E
o IR B e N E
C : g . 3
0-025«—77..5..“”‘\*‘__._"_‘._" + e o an =
0300 " 400 500 600 700 800

M’y [GeV]

Figure 5.7 Mg for a number of different k) hypotheses and the vy + jets
background.

5.5.4 H — bb candidate

The H — bb candidate is constructed by ranking the jets depending on the b-tag
working point passed and then by pr. The first two jets are taken as the H —
bb candidate.

5.5.5 Angular variables

The angles between the photons and the b-jets are found to be powerful in
rejecting the vy + jets continuum background in the My > 350 GeV category
while not so useful in the M3 < 350 GeV category.

Figures[5.8|show the angular variables AR(bb, vy), AR(7,~) and AR(b,b) in both

categories.
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5.5.6 Selection

Events are separated into categories using M5 and then further sorted into b-tag
tight categories which require 2 jets to have passed the 70% b-tag working point.
If this requirement is failed, events can be accepted into b-tag loose categories
which has a looser requirement of 2 jets passing the 85% b-tag working point

resulting in a total of four categories.

Figure [5.§]illustrates that angular variables are powerful in separating signal and
background in the My > 350 GeV categories. In the b-tag tight, M5 > 350 GeV
category, the analysis is optimised for the SM signal by performing a 3D scan on
the angular variables in order to optimise for the statistical significance Z for a

counting experiment, given by [97]

Z =/2((s +b)In(1 + s/b) — s (5.2)

where s is the number of SM HH events and b is sum of the number of yvy +
jets (m4, € [120,130] GeV) and single Higgs events. The angular selections found
(AR(7,v) < 2.0, AR(b,b) < 2.0 and AR(bb,yy) < 3.4) are then harmonised with
the b-tag loose category.

In order to suppress the ttH background, 0 leptons (where a lepton is an electron
or muon as defined in Section [5.3.3)) are required and the number of central jets

is required to be less than six.

In order to remain orthogonal to the ATLAS search for HH — bbbb, events must
have less than 3 b-tagged jets at the 70% working point.

Two different analysis strategies are employed. One strategy fits the m,,
distribution while another strategy performs a 2D fit to the m., and my
distributions. In the first strategy, the H — bb candidate mass is required to
be in the interval [90,140] GeV. While in the second strategy, the selection is
loosened to [80,180] GeV since the shape of my, is exploited. In what follows,
these selections will be referred to as the 1D and 2D selections respectively. The
choice of [80,180] GeV is made in the 2D selection, since as seen in Figure ,

there is a small turn on at approximately 70 GeV which is difficult to model.

Table £.4] summarises the 1D selection.
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Common selection ‘ Neen jets < 6, Nigp = 0, Nssop—tags = 2, N7o% b—tags < 3, mup € [90,140] GeV

Category ‘ Further Selections

b-tag tight, M§ > 350 GV | M% > 350 GV, Naoptage = 2, AR(7,7) < 2.0 , AR(b, b) < 2.0, AR(bb, v7) < 3.4
b-tag loose, M% > 350 GeV | M% > 350 GeV, AR(v,7v) < 2.0, AR(b,b) < 2.0, AR(bb,v7) < 3.4

b-tag tight, M% < 350 GeV | M% < 350 GeV, Nogtptags = 2

b-tag loose, My < 350 GeV | M < 350 GeV

Table 5.4 Summary of the 1D selection.

The event yields and the acceptance x efficiencies (A x €(%)) for each Higgs
boson production mechanism are shown in Tables [5.5) and [5.6] for the 1D and 2D

selections respectively.

Higgs M > My > M < M <

350 GeV 350 GeV 350 GeV 350 GeV

b-tag tight b-tag loose b-tag tight b-tag loose

| Yield | Axe(%) | Yield | Ax (%) | Yield | Axe(%) | Yield | Ax e(%)

SM HH | 0.668 | 5.45 | 0.285 | 2.32 | 0.104 | 0.847 | 0.0463 | 0.378
ggH 0184 [0.0012 ]0.326 |0.00213 |0.235 [0.00154 |0.719 | 0.0047
VBF 0.0176 | 0.00148 | 0.0332 | 0.00279 | 0.0258 | 0.00217 | 0.0771 | 0.00646
WH 0.00305 | 0.000706 | 0.0479 | 0.0115 | 0.0101 | 0.00251 | 0.119 | 0.0281
ZH 0289 | 0.12 0212 |0.0883 [0.261 |0.109 0.281 |0.117
ggZH | 0122 |0.314 0.0927 | 0.239 0.0137 | 0.0354 | 0.0203 | 0.0523
ttH 0.356 | 0.223 0412 | 0.258 1.06 0.664 0.994 | 0.622
bbH 0.00774 | 0.00505 | 0.00667 | 0.00435 | 0.0657 | 0.0428 | 0.0802 | 0.0523
tHW ] 0.009 | 0.188 0.0152 | 0.317 0.00966 | 0.202 0.0182 | 0.38
tHjb | 0.0208 | 0.0887 | 0.0315 | 0.134 0.0614 | 0.262 0.0579 | 0.247

Table 5.5 The yields and efficiences in each category for the HH signal and the
single Higgs boson backgrounds for the 1D selection.

As discussed in [5.5.3] when k) # 1, both the kinematics and the cross section for
H H production are also modified. In order to interpret the analysis in terms of
Ky, the acceptance x efficiency has to be parameterised as a function of k. This

is done using a function of the form:

A+ Bk + Cr3

Flen) = 5 Erx + Fr2 (5:3)

The use of multiple categories results in the total acceptance x efficiency being

approximately flat as a function of k) as shown in [5.9,
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Higgs

My >

350 GeV
b-tag tight

My >

350 GeV
b-tag loose

Mg <

350 GeV
b-tag tight

My

<

350 GeV
b-tag loose

| Yield | Axe(%) | Yield | Axe(%) | Yield | Axe(%) | Yield | Ax e(%)

SM HH | 0.766 | 6.26 | 0.346 | 2.82 013 | 1.07 | 0.0608 | 0.497
ggH 0.31 ]0.00202 | 0.547 |0.00357 |0.381 [0.00249 |1.25 | 0.00818
VBF 0.0298 | 0.0025 | 0.0556 | 0.00466 | 0.0495 | 0.00415 | 0.145 | 0.0121
WH 0.0083 | 0.00199 | 0.11 | 0.0262 | 0.0161 | 0.00395 | 0.216 | 0.0511
ZH 0.541 | 0.226 0.392 | 0.164 0.489 | 0.204 0.504 | 0.21

ggZH | 0.239 | 0.618 0.174 | 0.45 0.0322 | 0.0833 | 0.0424 | 0.11

ttH 0.601 | 0.376 0.656 | 0.411 195 | 1.22 L71 | 1.07

bbH 0.013 | 0.00849 | 0.0105 | 0.00681 | 0.127 | 0.083 0.138 | 0.0897
tHW | 0.0161 | 0.337 0.0243 | 0.508 0.0168 | 0.352 0.029 | 0.607
tHjb | 0.0464 | 0.198 0.0485 | 0.207 0.103 | 0.439 0.0978 | 0.418

Table 5.6 The yields and efficiences in each category for the HH signal and the
single Higgs boson backgrounds for the 2D selection.

Acceptance x Efficiency (%)
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Figure 5.9 The acceptance X efficiency as a function of ky for the 1D (left)
2D (right) selections.
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5.6 Signal and background modelling

An unbinned maximum likelihood fit is performed to the mass of the H — ~v
candidates in the case of the 1D fit strategy, and to the mass of the H — ~v
and H — bb candidates for the 2D fit. Probability density functions (PDFs) are

therefore required to model the signal and background processes.

In this section, the following notation is used on a number of figures:

o (C4: b-tag tight, M5 > 350 GeV
o C3: b-tag loose, M% > 350 GeV
o (C2: b-tag tight, M} < 350 GeV

o Cl: b-tag loose, M% < 350 GeV

5.6.1 Signal modelling

A Higgs boson decaying to 7y results in a narrow signal peak in m.,, due to
the excellent photon energy resolution of the ATLAS detector. The m,., signal
distribution is modelled with a double-sided Crystal Ball (DSCB) function which
consists of a Gaussian core and two independent power-law tails. The double-
sided Crystal Ball function is defined as:

—t2/2 A +
e acp,; St < acg;
— Ny -
( ncpi \ O —lagp 1%/
locp ;) _
. — t < —Qep
e N N o "B CB,i
5T _ - _
fi8 (Mo Apcni, 0B iy acp 4 Nop ) = N, comy omaT! )
n .
( i\ OB —ladp 1%/
ladp ;! +
- t> in
.y B
CBi ot 4
"éB QB t
Ji

(5.4)
where t = (my, — mg — Apce;)/ocs,i, and N, is a normalization factor. The
non-Gaussian parts are parameterised by aéBvi and néB7i separately for the low-
(—) and high-mass (+) tails. The two independent tails make this a suitable

choice of functional form since the H — 77 mass peak has asymmetric tails.
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The fits are performed simultaneously to the HH signal and the single Higgs
backgrounds in each category since they have the same resonant H — v shape.
The fits performed in each category are shown in Figure |5.10} The resolution,
ocp is significantly better in the My > 350 GeV categories since the photons

have higher pr in these categories.
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Figure 5.10 The fitted models used to model m.~ in the HH signal and the
single Higgs backgrounds in each category.

For the 2D fit strategy, PDFs are also required to model the invariant mass of
the H — bb candidates. The DSCB function is used to model this distribution
in the H H signal. The fits performed in each category are shown in Figure [5.11}

For the M3 < 350 GeV categories, there is a lack of events in the SM HH MC
sample which results in the fit parameters having large uncertainties. The lack of
events is due to the low signal efficiency (approximately 1%) in these categories.

Some of the BSM k, samples have significantly higher signal efficiency in these
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categories. The fit parameters in the My < 350 GeV categories are therefore
obtained by performing fits to the k) = +10 MC sample.
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Figure 5.11

The fits performed to my, in the HH signal samples in all

categories. Due to the large statistical uncertainties in the middle
figures, the fit parameters for the My < 350 GeV categories are
determined by performing fits to a BSM sample with k) = +10
(Bottom,).
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5.6.2 Background modelling

Continuum (1D)

The continuum background is largely made up of vy + jets production; a leading
order Feynman diagram for this process is shown in Figure There are also
small contributions from vj + jets and multijets with jets faking photons. There
is also a small tfy contribution with the second photon arising from an electron

faking a photon.

000000 —

000000 —

Figure 5.12 A leading order Feynman diagram for gg — ~7y production [98]

Figure shows the comparison between data and simulation for m,, for the
1D selection in all categories. The agreement in terms of the normalisation is
poor due to the missing vj + jets component and there are also large statistical

uncertainties.

Functional forms are used to model the continuum background. The background
shape will not be completely flexible due to the choice of functional form and
this will induce a bias in the estimation of the background below the signal peak.
This bias can be made smaller with more complex (and therefore more flexible)
functional forms but this comes at the price of increased statistical uncertainties
and it can also result in overfitting when there is a small number of events in the
data.

The bias can be estimated by constructing background only templates with small
statistical uncertainties. These templates are fitted to a signal plus background
model where the background model is the functional form under study and the
signal model is as described in Section [5.6.1] The fits are perfomed by modifying
the signal peak position, ucp, in 1 GeV steps from 121 to 129 GeV (£ 4 GeV
around the measured mass of the Higgs boson) and performing a fit at each step.
The maximum signal fitted over this range is taken as the bias due to the choice

of functional form, often referred to as the spurious signal.
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Figure 5.13 Comparison between data and simulation for m. in all categories.
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The function selected is required to have the ratio of the spurious signal to the
statistical uncertainty on the fitted background, Z,, as less than 20%. In the
event more than one function satisfies this criteria, the function with the fewest
number of degrees of freedom is selected and in the event no function satisfies this
criteria, the function with the smallest Z,, is selected. The criteria of 20% is
tight enough so that it should lead to small modelling uncertainties but it should
also be loose enough so that reasonably simple functions with smaller statistical

uncertainties can still pass.

The background template using the MC directly has statistical uncertainties
which are too large for it to be useful for the spurious signal test. However,
it is expected that there is little correlation between the m., shape and the 0-tag
working points. The vy MC sample is therefore used with the same event selection
but without the b-tag requirements and the sample is then normalised to the yield
in the data sidebands (m., € [105,160] GeV excluding m.., € [120,130] GeV)
with an additional scale factor of (55.0/45.0) since 10 GeV of data is blind. The

agreement between data and the templates are shown in Figure [5.14]

Since the number of events in data is small in all categories, to reduce the risk of

overfitting, only the following functions are considered:
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Figure 5.14 Comparison between data and the templates constructed from MC

for my in all categories.

110



b-tag tight, M5 > 350 GeV

Model Nepur  Zspur (%] nPars  x?/ndof
Exponential 0.024 18.15 1 1.35
Exp. of 2°d order 0.02 15.17 2 1.35
Power Law 0.07 54.05 1 1.34

b-tag loose, M% > 350 GeV

Model Nspur  Zspur %]  nPars  x*/ndof
Exponential 0.04 12.07 1 1.35
Exp. of 2°d order 0.04 11.97 2 1.35
Power Law 0.15 52.80 1 1.34

b-tag tight, M% < 350 GeV

Model Nspur  Zspur %]  nPars  x*/ndof
Exponential —0.11  —41.62 1 1.80
Exp. of 27 order 0.12 40.62 2 0.82
Power Law 0.45 169.26 1 2.05

b-tag loose, M3 < 350 GeV

Model Nopur  Zspur (%]  nPars  x*/ndof
Exponential —0.29 —40.48 1 1.80
Exp. of 2 order 0.39 39.97 2 0.82
Power Law 1.43 179.68 1 2.05

Table 5.7 Number of spurious signal events, Npy,, and its ratio to the statistical
uncertainty on the fitted number of background events, Zgpyr, for each
category. The x? /ndof from performing a background-only fit is also
shown. The number of degrees of freedom for each function is given
by nPars.

e Exponential, including exponential of 2°¢ order polynomial. These func-

tions take the form:
Exp® (m.; 0°%9) = exp (Z;.V:O 07" - mgw)
gbk9

e First-order Power Law function: Pow(m..; 0%k9) = mak,

Table [5.7|shows the results for these tests in all categories. In the M5 > 350 GeV
categories, an exponential with one degree of freedom is used while in the M} <

350 GeV categories, an exponential of 2°¢ order polynomial is used.

111



Continuum (2D)

For the 2D fit, the background only templates are constructed using the same
methodology as in the 1D case. Figure [5.15[shows the 2D templates used in each

category while Figures [5.16] and show comparisons between the projections
of the 2D templates and data for m., and my, respectively.
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Figure 5.15 The background only templates used in each category.

It is assumed to begin with that the 2D continuum PDF can be modelled using a
product of 1D PDFs and the correlation is then studied later. The functions tested
are limited to products of exponentials of first and second order polynomials.
Table [5.8] shows the results for these tests in all categories. In all categories,
an exponential of first order is chosen to model the m,, spectrum while an

exponential of second order polynomial is used to model the my, spectrum.
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Figure 5.16 Comparison between data and the templates constructed from MC
for my in all categories.
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113



b-tag tight, M% > 350 GeV

Model Nopur  Zspur (%) nPars  x*/ndof
E1E1 0.07 38.14 2 1.52
E1E2 —0.006 —2.79 3 1.36
E2E1 0.094 45.8 3 1.52
E2E2 0.004 1.83 4 1.36

b-tag loose, M% > 350 GeV

E1E1 0.12 27.16 2 1.52
E1E2 —0.06 —13.37 3 1.36
E2E1 0.157 35.58 3 1.52
E2E2 —0.02  —4.72 4 1.36
b-tag tight, M < 350 GeV

E1E1 0.44 103.16 2 1.43
E1E2 0.04 9.31 3 1.18
E2E1 0.70 162.25 3 1.38
E2E2 0.33 79.32 4 1.13
b-tag loose, M% < 350 GeV

E1E1 1.41 100.33 2 1.43
E1E2 0.17 12.05 3 1.18
E2E1 2.50 149.28 3 1.38
E2E2 1.28 74.55 4 1.13

Table 5.8 Number of spurious signal events, Ngpy,, and its ratio to the statistical
uncertainty on the fitted number of signal events, Zgur, for each
category. The x? /ndof from performing a background-only fit is also
shown. The number of degrees of freedom for each function is given
by nPars.
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Single Higgs

The single Higgs boson backgrounds have the same resonant shape in m,. as
the signal but have a different shape to both the HH signal and the continuum

background for my, as can be seen in Figure [5.18] For the 2D fit, it is necessary

to derive PDF's to model these contributions.
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Figure 5.18 The my, distributions in the HH signal and the vy + jets, ggF,
ZH and ttH backgrounds in each category.

For the q¢ — ZH and the g9 — ZH processes, the DSCB function is used
to model the my, spectrum. The ttH process is modelled with Chebychev
polynomials of the third order, defined as:

1+ apr + ay(20% — 1) + ay(42® — 31) (5.5)

The ggF process is modelled with an exponential with one degree of freedom.
Figures|5.19, [5.20| and |5.21| show the fits to my, in these samples for all categories.
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Figure 5.19 Fits to my, in the ZH samples for all categories.
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Figure 5.20 Fits to myy, in the ttH samples for all categories.
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Figure 5.21 Fits to my, in the ggF samples for all categories.

118

i
V

0

Sah



Correlations

So far it has been assumed that it is possible to model the 2D PDF's by using a
product of 1D PDFs. To study this assumption, the difference between the 2D
MC prediction and the 2D PDF's derived are studied with the following quantity:

Yield}/“ — Yield]”"

ij = (5.6)
AMC

where ¢ and j are bins in the m.,, — my, plane and AMC is the statistical

uncertainty from the MC sample.

This computation is done for the HH signal and the ggF, ZH, ttH and the vy
+ jets backgrounds. Figures to show the results for the b-tag tight,
M3 > 350 GeV category. It can be seen there are no correlations or structures
within the uncertainties and therefore the assumption that the 2D PDFs can be
modelled using the product of the 1D PDFs is sufficient for the precision of the
current analysis. The same conclusion is found for all other categories in the

analysis.
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my, [GeV]

" & ol " ) ] "
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my[GeV] my[GeV] my,[GeV]

Figure 5.22 The 2D distribution of m~~ - my, for the HH MC (left), the PDF
model derived (middle) and the residuals between the MC and the
PDF's (right).
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Figure 5.23 The 2D distribution of m~, - my, for the ggF MC' (left), the PDF
model derived (middle) and the residuals between the MC and the
PDFs (right).
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Figure 5.24 The 2D distribution of m.~ - my, for the ZH MC (left), the PDF
model derived (middle) and the residuals between the MC and the
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PDFs (right).
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Figure 5.25 The 2D distribution of m. - my, for the ttH MC (left), the PDF
model derived (middle) and the residuals between the MC and the
PDFs (right).
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Figure 5.26 The 2D distribution of m~. - my, for the vy MC (left), the PDF
model derived (middle) and the residuals between the MC and the
PDF's (right).
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5.7 Systematic uncertainties

Theoretical uncertainties are applied to the normalisation of the single Higgs
boson backgrounds. The ggF, VBF and W H processes are assigned a 100%
uncertainty due to the radiation of additional heavy flavour jets (Heavy Flavour).
This is supported by measurements of the ¢+ bb process [99]. This heavy flavour
uncertainty is not assigned to the other production mechanisms. For the other
production mechanisms (except bbH ), two sources of uncertainty are considered:
the choice of QCD scales and PDF 4+ ag uncertainties. For the bbH process, a
single source of uncertainty is considered which combines the QCD scales, PDF
+ ag and an uncertainty on the b-quark mass. An uncertainty on the H — ~v

branching ratio is also applied to these processes.

Theoretical uncertainties are applied to the normalisation of the SM H H signal.
The impact from the QCD scale and the PDF + «ag uncertainties is fg:ggﬁ and
+2.3% respectively [79]. An uncertainty related to the inclusion of m; into the
cross section calculations is included, as well as uncertainties on the H — ~vy and

H — bb branching ratios. All theoretical uncertainties are taken from Ref. [79].

The choice of functional forms to model the continuum background introduces a
potential bias (spurious signal) into the fit. The background modelling studies
(Section aim to minimise the spurious signal and quantify the impact of
a given background model on the number of fitted signal events. The spurious
signal is not corrected for but is included in the likelihood as a term with the
same shape as the signal and a Gaussian constraint. The values of the spurious
signal in each category are listed in Table for the 1D selection and Table [5.8
for the 2D selection.

The experimental uncertainties from the photons and jets are provided by the
ATLAS Combined Performance groups. All uncertainties are applied to the
normalisation with the exception of the photon energy scale and photon energy
resolution which are applied to the peak and resolution of m.., for the 1D selection.
The photon energy scale and resolution uncertainties are computed by fitting the
DSCB function to the m., distribution with the scale and resolution changed by
+1 o and the relative difference of the fit parameters is taken as the uncertainty.
Figure shows the nominal m,, distribution and the distributions with the
photons scaled by the scale and resolution uncertainties. For the 2D selection, the

jet energy scale and jet energy resolution are applied to the peak and resolution
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of my,. The experimental uncertainties vary depending on the analysis category
and signal or background process. In Table 5.9, all experimental uncertainties
are quoted on the SM H H signal and the maximum across all four categories is
taken for the 1D selection.
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Figure 5.27 Black curve shows the nominal m. distribution and the coloured
curves show the same distribution but with the photon resolution
(Left) and photon scale (Right) uncertainties applied after the H —
vy selection.

5.8 Statistical analysis

Two different strategies are employed for the statistical analysis. For the 1D
selection, a fit to the m., distribution is performed while for the 2D selection a
fit is performed to the m,, and my, distributions. Extended likelihood functions
are built from the number of events observed and the m.., (m.,. and my,) values
observed for the 1D (2D) selection. In what follows the likelihood is defined
for the 1D selection but it can be generalised to 2D. The likelihood for a given

category c in the analysis is given by:

L. = Pois(nc|N.(6 H fo(mi,0)-G(8) (5.7)

where 0 are nuisance parameters representing systematic uncertainties which are
constrained by Gaussian constraint terms G(8), n. is the observed number of data
events and N¢ is defined as the sum of the H H signal, single Higgs background

and continuum background:

NC = UHH * NHH,c + NHiggs,c + kag,c + Nspur,c : Ospur,c (58)
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Source of systematic % effect w.r.t. nominal

uncertainty
Luminosity +1.7
Trigger +0.4
Pile-up modelling +2.6
identification +1.3
isolation +14
Photon energy resolution +10.6
energy scale +0.4
Jet energy resolution +4.8
energy scale +1.8
b-jets +2.4
Flavour tagging c-jets +1.6
light-jets +1.1
PDF+ag +2.3
Theory (SM HH)  Scale tee
EFT £5.0
BR(H — v7) +2.1
BR(H — bb) +1.3
Heavy Flavour +100.0
. Scale +0.3 -25.1
Theory (SM Higgs) PDF o 119_99
bbH uncertainty B
BR(H — ~v) +2.1

Table 5.9 Summary of the systematic uncertainties in the analysis. For the
experimental uncertainties, only uncertainties on the HH signal are
presented with the mazimum uncertainty taken over all categories for
the 1D selection for presentation purposes.

where g is the signal strength defined as the ratio of the measured cross section
to the SM expectation and Ngp,,. is the number of spurious signal events for a

category c.

Apart from the spurious signal, systematic uncertainties are incorporated into
the likelihood by multiplying the relevant parameter of the statistical model by
a response function. In the case of a Gaussian PDF for an uncertainty of size o,

it is given as

Fg(o,0)=(1+0-0) (5.9)

and for cases where a negative model parameter does not make physical sense,
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the log-normal PDF is used instead, given as

FLN(O', 0) = 61n(1+0)9 (510)

In both cases the corresponding constraint product G(0) is a unit Gaussian

centered at zero for 6.

In this analysis, multiple categories are used. Many of the systematic uncertain-
ties are correlated across the categories: the uncertainties share the same nuisance
parameter and also the same constraint PDF in the likelihood. The magnitude

and sign of the uncertainties are allowed to differ in each category.

The H H signal and the single Higgs background models are parameterised by the
DSCB function as described in section [5.6.1] The single Higgs boson backgrounds
are all fixed to their SM expectations in the fit. Functional forms are used to
model the continuum background in each category. The value of fc(m%) is the

)

full signal and background probability density function evaluated for each m:

candidate. It can be written as:
o) =[(gu- NI 4 NI e gy s g

v Ve
bkg = bkg(, i bkg (5'11)
+ Nc fc (m 9 )]/NC7

YT

The full likelihood for the analysis is a product of four likelihoods, one for each

category.

A description of the statistical tests performed in the analysis are given in

Appendix B.

5.8.1 Results

1D Fit Results

Figure shows the m., spectra observed in data and the background only fits

in each category.

The best fit signal strength is pgy = 3.3 £ 3.9 where all single Higgs backgrounds
are fixed to their SM expectation. The significance for SM H H production with

respect to the background only expectation is observed (expected) to be 0.94¢
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(0.330). 95% CL upper limits on pygy and k) are determined using the CLg

prescription [I00] using the asymptotic approximation [97].

Figure shows the expected and observed upper limits in each category and
from combining all categories for SM H H production. The expected and observed
upper limits are also shown as a function of x,. The observed (expected) limit
for the SM HH cross section is 11.4 (7.7) times the SM value while the ratio of
the Higgs boson self-coupling to its SM prediction, k) is observed (expected) to
be constrained at 95% CL to —5.3 < k) < 10.5 (—4.3 < k) < 10.4).

For k) in the interval [4,7], the observed limit is better than the expected while
the observed limit is worse than the expected limit for all other values of . This
is a result of a downwards fluctuation in data in the Mg < 350 GeV categories
and the particularly soft kinematics that H H production has when k) is in the
interval [4,7].
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Figure 5.28 The m., spectrum observed in each category for the 1D selection.
The background only fits are shown with a solid blue line.

Figure shows the observed and expected 95% CL upper limits on gy with
and without systematic uncertainties. It can be seen there is only a small impact

on the sensitivity of the analysis when including systematic uncertainties.
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Figure 5.29 Left: Observed and expected 95% CL upper limits on the SM
HH production cross section relative to the SM expectation, ppp.
Right: The observed and expected 95% CL upper limits on HH
production as a function of k. The predicted cross section is
overlaid in red.

The impact of each systematic uncertainty is evaluated by computing the best
fit signal strength, fiyy when varying the nuisance parameter associated with a

systematic uncertainty 6 within its confidence interval, that is:

~

Njx = U0+ Ag) — (6) (5.12)

Figure[5.35[shows the five systematic uncertainties which have the highest impact,
A+, and their central values and uncertainties for the observed data. The
central values and uncertainties are all close to their nominal values (0 and + 1),
demonstrating that the fit does not have the power to constrain any systematic

uncertainties yet.

The systematic uncertainty with the largest impact is the conservative (100%)
heavy flavour systematic uncertainty placed on a number of the single Higgs
backgrounds. In the future, a measurement of ggF single Higgs production plus
additional b-jets would help to justify reducing this heavy flavour systematic
uncertainty. Other large uncertainties include the theory uncertainties on HH

production, the jet energy scale and the photon identification efficiency.

2D Fit Results

Figures [5.31] and [5.32] show the m.. and my, spectra observed in data and the

background only fits in each category.
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highest impact on the best fit signal strength, g in order.
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Figure 5.31 The m,, and my, spectra in the My > 350 GeV categories. The
b-tag tight (loose) categories are shown on the top (bottom).
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Figure 5.32 The m,, and my, spectra in the My < 350 GeV categories. The
b-tag tight (loose) categories are shown on the top (bottom).

The best fit signal strength is pyy = 2.7 £ 3.5 where all single Higgs backgrounds
are fixed to their SM expectations. The significance for SM H H production with
respect to the background only expectation is observed (expected) to be 0.84 ¢
(0.370).

Figure [5.33| shows the expected and observed upper limits in each category and
from combining all categories for SM H H production. The expected and observed
upper limits are also shown as a function of k). The observed (expected) limit
for the SM HH cross section is 10.1 (7.0) times the SM value. The ratio of the
Higgs boson self-coupling to its SM prediction, x, is observed (expected) to be
constrained at 95% CL to —4.4 < k) < 9.5 (—3.3 < k) < 8.9).

The use of a 2D fit is found to improve the expected significance and the
upper limit on the SM HH cross section by approximately 10%. Figure [5.34]
shows the expected 95% CL upper limit on HH production as a function of k.
The improvement as a function of k) varies between 5 and 35%. As discussed
previously, H H production with values of x, close to the SM value is characterised
by high momentum kinematics and the backgrounds can be largely rejected using
angular variables as shown in Section [5.5.5] For values of k) far away from the

SM, the kinematics are much softer and exploiting the invariant mass of the H —
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bb candidate as much as possible is vitally important.

Figure [5.35( shows the observed and expected 95% CL upper limits on pyy with
and without systematic uncertainties and the ranking of the top five systematic
uncertainties by impact. As in the 1D case, the systematic uncertainties have

only a small impact on the analysis.
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Figure 5.33 Observed and expected 95% CL wupper limits on the SM HH
production cross section relative to the SM expectation, prp.
Right: The observed and expected 95% CL upper limits on HH
production as a function of k. The predicted cross section is
overlaid in red.
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Figure 5.34 The expected 95% CL upper limits on HH production as a function
of kx for the 1D fit (black) and the 2D fit (blue).

129



Amu_HH
-1 -08-06-04-02 0 02 04 06 08 1
T T T T T T T T T

"5 -13TeV, fLdt= 138"
ATLAS_EG_RESOLUTION
----- Expected
— Observed
[ + 1o expected ATLAS_HeavyFlavor
[+ 20 expected

Stat only
Obs: 10.0xSM
Exp: 6.9x8M

ATLAS_JER_Uncertainty

ATLAS_QCDscale_HH

Stat+syst
Obs: 10.1xSM

Exp: 7.0xSM ATLAS_EFT_HH

HH
[T B RN BARRI! Rank1to5
5 10 15 20 25 30 Ll

I T R AT
95% CL exclusion limit on s 1 08

Figure 5.35 Left: The observed and expected 95% CL wupper limits on the
SM HH production cross section with and without systematic
uncertainties. Right: The five systematic uncertainties with the
highest impact on the best fit signal strength, i in order.

5.8.2 HL-LHC projection

There are no signs of BSM physics in HH production in the Run 2 data set. In
order to have sensitivity to SM HH production, a larger data set is required.
The results in this chapter are projected to 3000 fb™ ', the data set that ATLAS
expects to record during the HL-LHC program.

This simple projection is performed by taking the best fit continuum PDFs from
the Run 2 data set and scaling the normalisation from 139 fb™" to 3000fb~'. An
expected significance of 1.7 ¢ is obtained for SM H H production.

For the k) constraint in the Run 2 analysis, it is assumed that no H H production
exists and the upper limit on the cross section is computed as a function of k)
with x) fixed. The k) constraint is found by finding where the theory prediction
for the cross section intersects the expected limit. With the HL-LHC data set, it
is thought that in an analysis which combines multiple final states, the projected
significance for SM H H production will exceed 3. With this level of sensitivity
expected, it is preferable to assume that SM HH production does exist when
measuring xy. In Figure .36, HH production is fixed and the likelihood is re-
parameterised with k) as the parameter of interest. It is projected that k) is
constrained to [0.2, 2.5] at the 68% CL and [—0.5, 5.7] at the 95% CL.
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Figure 5.36 The likelihood scan as a function of k) from projecting the Run 2
analysis to a data set of 3000fb~t. The dashed lines correspond to
the 10 and 20 confidence intervals.

5.8.3 Further improvements

In the b-tag tight, M5 > 350 GeV category, the largest single Higgs backgrounds
are the ZH and ttH processes which have yields of 0.78 and 0.60 events
respectively for the 2D selection. These yields can be compared to the SM HH
signal which has an event yield of 0.77. It is likely that the ZH background is
largely constrained by the 2D fit due to the Z — bb resonance peaking around
the Z mass. The ttH background shape in myy,, however, peaks near the Higgs
mass so it is likely that this background contributes significantly. In order to
suppress the ttH background, the event selection requires less than six central
jets and zero electrons or muons. In the future, it would be useful to study to
what extent requiring zero hadronic tau candidates can further suppress the ttH
background. Hadronic tau candidates are currently not available in the ATLAS

H — ~~ framework so this study cannot easily be performed.

The modified bbyy mass, M, is a variable particularly sensitive to the value of .
In the analysis presented here, the analysis was split into two My categories. It
could be interesting to study splitting the analysis into additional M3 categories
and studying the interplay between improving the constraint on k) further but

possibly degrading to sensitivity to SM H H production.

Multivariate algorithms such as boosted decision trees could also be used for
the event selection. However care is necessary to avoid sculpting the m.,

and my, distributions so that the background can still be obtained by fitting
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monotonically falling distributions. Another issue is that simply training a
multivariate algorithm on the SM H H sample significantly reduces the sensitivity
to BSM values of k.

5.8.4 Comparisons to other results

Comparison to 36fb™! results

The ATLAS collaboration has combined HH results in the bby~y, bbrr and bbbb
final states using a data set of 36fb~' [I0I]. The expected and observed upper
limits on the SM H H cross section and k) are shown in Figure . For the bbyy
final state, the expected limit is 26.3 times the SM value. For a single bin counting
experiment with no systematic uncertainties, the expected limit will scale as 1
/ VL, where L is the integrated luminosity of the data set. If this scaling is
applied to the previous bbyvy analysis, an expected limit of 13.4 times the SM is
obtained. The expected limit obtained in the analysis presented here is 7.0 times
the SM. This improvement has been found by updating the categorisation and by
performing a 2D fit instead of a 1D fit. The expected sensitivity obtained in this
analysis is better than the full 36 fb~' combination, however due to the deficit in
the combination and the upwards fluctuation here, the observed limit is worse.
In the combination, k) is expected to be constrained in the interval [—5.8, 12.0]

while the analysis presented has an expected constraint of [—3.3, 8.9].
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Figure 5.37 Left: The observed and expected 95% CL upper limits on the SM
HH production cross section. Right: The observed and expected
95% CL upper limits on HH production as a function of ky. The
predicted cross section is overlaid in purple.
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Comparison to ATLAS HL-LHC projection

In the projection presented, a significance of 1.7¢0 is obtained for SM HH
production while a significance of 2.0 ¢ is obtained in the HL-LHC study. For the
ratio of the Higgs boson self-coupling to its SM expectation, this study finds k)
can be constrained at the 95% CL to [—0.5, 5.7] while the HL-LHC study finds
[—1.1, 8.2].

There are a large number of caveats that must be applied to the HL-LHC
projection in section [5.8.2] For example, the photon identification and isolation
efficiency will be worse at the HL-LHC as a result of the higher pile-up. More
stringent selections will be necessary in order to suppress jets faking photons in
the ATLAS detector.

However, the b-tagging performance is expected to be superior at the HL-LHC
due to the I'Tk detector replacing the current inner detector. For a b-tag working
point of 70%, it is expected that a charm rejection of a factor of 20 and a light
jet rejection of a factor of 700 [67] can be achieved. This can be compared to the

Run 2 performance of 9 and 412 respectively.

The cross sections and the kinematics for the signal and background processes
will also change with the increase in centre-of-mass energy of the LHC from 13
TeV to 14 TeV. This has also not been accounted for.

As discussed in Chapter 3, there is a study from the ATLAS collaboration which
does take the above changes into account [63]. One of the disadvantages of this
study is that the background is taken from MC simulation which and not validated
against any data and as shown in this chapter, the agreement between data and

simulation in the Run 2 analysis is not good.

The large difference in the k) constraint arises due to the different analysis
strategies employed. In the HL-LHC study, a boosted decision tree algorithm
trained on k) = 1 is used and a 1D fit is performed to the m.,, spectrum for one
category only. The acceptance x efficiency and the likelihood scan are shown
as a function of k) in Figure for the HL-LHC study. The acceptance x
efficiency for k) = 6 is approximately 0.5% which results in a second minimum in
the likelihood scan near this value and a weak k) constraint overall. In the Run
2 analysis, the acceptance X efficiency for k) = 6 is approximately 9% which has
been achieved by splitting the analysis into multiple categories. It can be seen
in Figure that the second minimum in the likelihood scan has largely been

133



lifted in the projection from the Run 2 analysis.
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Figure 5.38 The likelihood scan (Left) and the acceptance x efficiency (Right)
as a function of k) for the HL-LHC study.
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5.9 Summary

No significant excess is observed in the search for HH production in the bbyy
final state with the Run 2 data set. The observed (expected) limit at 95% CL
for the SM HH cross section is 10.1 (7.0) times the SM value. The ratio of the
Higgs boson self-coupling to its SM prediction, k) is observed (expected) to be
constrained at 95% CL to —4.4 < k) < 9.5 (—3.3 < k) < 8.9). At the time of

writing, this constraint on the Higgs boson self-coupling is the best in the world.

For the first time in ATLAS in the HH — bbyy channel, a 2D fit has been
developed and compared to the 1D fit typically used in H — 7 physics analyses.
It is found to be a powerful tool, in particular for BSM values of the Higgs boson

self-coupling.

The studies in this chapter lay the foundations for a potential observation of HH
and a measurement of the Higgs boson self-coupling at the LHC.
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Chapter 6

Conclusion

The discovery of a new particle consistent with the Standard Model Higgs boson
in 2012 by the ATLAS and CMS collaborations completed the Standard Model
of particle physics. A huge amount of work has now been done to study this
new particle. In Run 1 at the LHC, the experiments observed the Higgs boson
decaying into photons, W and Z bosons. In Run 2, the experiments have now

observed the Higgs boson coupling to top and bottom quarks and tau fermions.

The next observations in Higgs physics assuming the SM will be the H — pu*pu~
and the H — Zv decays. The H — ptu~ decay is particularly important as
it will be the only observation of the Higgs boson coupling to second generation
fermions at the LHC assuming the SM. After these goals have been reached, one
of the remaining goals will be to observe Higgs boson pair production and to

measure the Higgs boson self-coupling.

Due to the small cross section for Higgs boson pair production, it is necessary to
upgrade the LHC so it can deliver higher luminosities and therefore a larger data
set. The higher luminosities will present more challenging detector conditions
and therefore in order to maintain the current detector performance, the ATLAS
detector must be upgraded. Contributions to the development of the future
ATLAS Inner Detector (ITk) are presented. Results are presented for the
expected silicon cluster sizes, channel occupancies and cluster densities that would
be expected in two proposed layout designs of the ITk. It is demonstrated that
the channel occupancy can be kept to approximately less than 1% throughout
the ITk Strip detector and to less than approximately 0.1% throughout the ITk

Pixel detector for the inclined design. These studies combined with many other
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studies performed by members of the ATLAS collaboration led the collaboration

to pursue the construction of an I'Tk that resembled the inclined design.

It has been proposed in a number of phenomenological studies that the
ttHH(HH — bbbb) channel could be a promising final state for studying HH
production. However in this thesis, this final state is examined for the first time
with a parameterised detector response and realistic backgrounds. It is found that
the backgrounds are much larger than those presented in the phenomenological
studies. The origin of this is from mis-tagging c-jets which have originated from
the decay of a W boson in the tfbb + jets process. The phenomenological studies
only included the irreducible t£bbbb process which led to this large difference. It
is likely that in a combined HH analysis, the ttH H production mechanism will

only contribute a small amount.

It is feasible that BSM physics could enhance the rate of HH production and
therefore it is already interesting to study this process with the current data set
despite having no sensitivity to the SM. The search for HH production in the
bby final state with the full Run 2 data set is presented in Chapter 5. For the first
time in this analysis within ATLAS, a 2D fit is developed and used. It is shown
to be a powerful tool, improving the sensitivity by approximately 10% to SM
H H production and by more than 30% to some BSM values of k). No significant
deviations from the SM are observed in this analysis and 95% CL upper limits
are established. The observed (expected) limit for the SM H H cross section was
10.1 (7.0) times the SM value while the ratio of the Higgs boson self-coupling
to its SM prediction, ) was observed (expected) to be constrained at 95% CL
to —4.4 < k) < 9.5 (—3.3 < k) < 8.9). A simple projection is performed to a
data set of 3000 fb™!, the size of data set that ATLAS hopes to obtain during the
HL-LHC program. It is found that a significance of 1.7 ¢ can be achieved in this
final state at the HL-LHC while ) can be constrained to [—0.5, 5.7] at the 95%
CL.

The ATLAS and CMS collaborations have recently combined the prospects for
HH at the HL-LHC and found that a significance of 4.00 can be achieved,
short of the 5o observation threshold that particle physicists hold themselves
to. An observation will only be possible by examining as many H H final states
as possible and by improving the sensitivity in the most promising final states
with advanced analysis techniques. The work presented in this thesis lays the
foundation for a potential observation of HH which would represent the pinnacle
of the LHC program.
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Appendix A

ITk detector specification

A specification of the I'Tk detector used for the studies shown in Chapter 3 is

given.

Strip Barrel

In the first two layers in the strip barrel, each module has four rows of short (24.10

mm) strips and in the outer two layers, each module has two rows of longer strips
(48.20 mm). Each row has 1280 strips.

The number of strips over ¢ is given by the number of strips in a segment (1280)

x the number of rows of segments (four in layers 0 and 1, two in layers 2 and 3)

x the number of staves x 2 (the modules are double sided). The area over ¢ is

given by the area of a module x the number of staves x 2.

Layer Type Staves rtead out per sensor read out over ¢ area (mm?) area over ¢ (mm?)
0 Short 28 5120 286,720 9316.096 521,701

1 Short 40 5120 409,600 9316.096 745,288

2 Long 56 2560 286,720 9316.096 1,043,403

3 Long 72 2560 368,640 9316.096 1,341,518

Table A.1 Specification of the strip barrel for the ITk layouts.
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Strip End-cap

There are six disks in each end-cap with each disk having 6 modules. The area

over ¢ is calculated as:

A= AOUtGT - A]TMGT = ﬂ-(,r20uter - T?nner) (Al)

multiplied by a factor of 2 because the sensors are double sided. The area for

each sector is calculated by dividing the area over ¢ by the number of sectors.

Module Sectors read out read out over ¢ Inner radius Outer radius area area over ¢
per sensor (mm) (mm) (mm?) (mm?)

0 32 10244+102441152+1152 278,528 384.5 488.423 8906.1 569,990

1 32 1280+-12804-1408+1408 344,064 489.823 574.194 8813.4 564,055

2 32 153641536 196,608 575.594 637.209 7336.3 469,522

3 64 896+896+896+896 458,752 638.609 755.501 7999.3 1,023,909

4 64 102441024 262,144 756.901 866.062 8696.5 1,113,155

5 64 115241152 294,912 867.462 967.785 9037.8 1,156,844

Table A.2 Specification of the strip end-cap for the ITk layouts

Pixel Barrel

The pixel size for the ITk is chosen to be 50 x 50 um? at present, in comparison
to the size in the current pixel detector of 50 x 400 pm?2. The chip is 20.0 mm
by 16.8 mm and has 336 x 400 pixels in it.

In the extended layout, there are two chips per sensor in the innermost layer and
four chips per sensor in the other layers. In the inclined layout, the flat section
of the pixel barrel is identical to the extended layout but in the inclined sections,
there is only one chip per sensor in the innermost layer and only two chips per

sensor in the other layers.

Table shows the specification for the pixel barrel. For the inclined layout,
Table is only applicable to the central part of the barrel. The specification
for the inclined barrel is shown in Table [A.4l
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Chips Number
Layer | Sensor Size [mm?] per of sensors | Radius [mm]

sensor  around ¢

0 40.2 x 16.8 2 18 39

1 40.2 x 33.8 4 18 85

2 40.2 x 33.8 4 32 155

3 40.2 x 33.8 4 44 213

4 40.2 x 33.8 4 54 271

Table A.3 Specification of the pizel barrel for the ITk layouts. For the inclined
layout, the above refers only to the central part of the barrel.

Pixel Rings

The specification for the pixel rings is shown in Table[A.5] The pixel ring system

is the same in both layouts.

Layer | Sensor Size [mm?] | Positions in Barrel [mm]
0 20.0 x 16.8 197.8 234.1 285.8 322.8 359.7 403.1 454.0 513.9 584.2
' ' 638.4 696.4 760.9 832.4 911.9 1000.2 1098.1 1206.9
1 920.0 x 33.8 214.4 240.7 272.2 309.9 355.1 409.2 473.9 551.5 599.9
’ ' 646.5 697.3 752.7 813.0 878.8 950.5 1028.6 1113.7 1206.5
254.1 275.9 300.0 326.4 355.4 387.3 422.4 461.0 503.4
2 20.0% 338 550.0 601.3 657.6 719.6
295.7 318.6 343.2 369.7 398.1 428.8 461.8 497.2 535.4
3 20.0 338 576.5 620.7 668.3 719.5
336.7 359.5 383.5 409.1 436.1 464.8 495.1 527.3 561.4
1 20.0% 338 597.5 635.8 676.4 719.4

Table A.4 Specification of the inclined pixel barrel in the inclined layout

Inner
Ring Sensors Ra.
Sensor Size [mm?] per . Ring Positions [mm]
Layer . dius
Ring
[mm]
1308 1391 1501 1620 1750 1830 1910 1997
0 40.2 x 33.8 24 80 2088 2188 2292 2397 2503 2618 2740 2867
3000
823 899 986 1082 1189 1308 1394 1486 1598
1 40.2 x 33.8 36 150 1685 1778 1876 1980 2090 2246 2414 2596
2793 3000
823 944 1088 1258 1349 1448 1554 1669 1794
2 40.2 > 33.8 18 2125 1929 2075 2233 2404 2589 2790 3000
823 918 1027 1151 1294 1456 1642 1854 1968
3 402338 60 275 2089 2217 2355 2502 2658 2825 3000

Table A.5 Specification for the pizel rings.
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Appendix B

LHC Statistics

Well defined statistical tests are necessary to make statements on discovery,
exclusion and measurement at the LHC. This section describes a number of the
statistical tests that are used at the LHC.

This text is based upon Refs. [07, [100] and lectures (Course d’Hiver 2018,
Statistics in High Energy Physics) given by Nicolas Berger (LAPP, Annecy).

Introduction

The discovery of a new signal can be claimed in particle physics when the
background only hypothesis can be rejected from the data. When it is not
possible to reject the background only hypothesis and claim a discovery, the
extent to which the hypothesised signal can be rejected is typically reported
instead. Statistical hypothesis testing is therefore at the centre of physics results
that are reported from the LHC.

In the case of searching for new physics, the p-value is defined as the fraction
of outcomes that are as signal-like (H; hypothesis) as the data when the
background only (H, hypothesis) is true. Obtaining a p-value of 10~7 from
an experiment therefore corresponds to obtaining that particular outcome once
in 107 experiments providing the background only hypothesis is true. Instead

of quoting the p-value, it is often preferred to report the equivalent number of
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Gaussian quantiles, using the formula:

Z=o11-0p) (B.1)

where ®~! is the inverse of the cumulative distribution of the Gaussian. It is
conventional in particle physics, that evidence of a signal is claimed when the
p-value is less than 1.35 x 1072 (30) and an observation is claimed when the
p-value is less than 2.87 x 1077 (50).

The p-value can be computed from a choice of test statistic. At the LHC, a profile
likelihood ratio test statistic is used. The profile likelihood ratio is given by:

(B.2)

where 6 are the values of the nuisance parameters that maximise the likelihood on
the condition that p (usually the signal strength modifier) is fixed to a specified
value. In the denominator, ji and 6 are the values of the signal strength and

nuisance parameters that unconditionally maximise the likelihood.

The profile likelihood ratio test statistic, ¢, is given by

t, = —2InA(p) (B.3)

and from this the p-value can be computed as
b= [ S, (B.4)
ty,0bs

where t,,, obs is the value of the test statistic observed from the data and f(¢,|u)
is the PDF of ¢, for a given value of p. The relationships between the p-value
and the observed ¢, and the significance Z are shown in Figure .

Discovery

For a discovery in particle physics, two hypotheses are required. The background

only hypothesis (Hy, u = 0) is tested against a signal hypothesis (Hy, p !'= 0).
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Figure B.1 Left: The relationship between the p-value and the test statistic t,,.
Right: The relationship between the p-value and the significance, Z.

For the H; hypothesis, the signal that is used is the best fit value from the data,
jt. The test statistic is therefore:

—2In Z020) 5
to = L(,0) lf - (B.5)
0 <0

In collider physics, it is assumed that only i > 0 represents a signal and potential

discovery, hence to = 0 for i < 0. This is known as a one-sided test statistic.

If ji follows a Gaussian distribution, it can be shown that the test statistic, ¢ is
distributed as a x? distribution, more precisely due to the choice of a one-sided
test statistic a half-x? distribution. It can also be shown that the significance is
given by

Z =i (B.6)

The above assumptions and equations can be used to derive a result that is
commonly used in particle physics. For a single bin counting experiment with no

systematic uncertainties, the likelihood is given by

1(n=(5+B))?
( )

L(S) = 757 (B.7)

where the background B is known, n is the observed number of events and S is

the number of signal events used as the parameter of interest. Using equations
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(B.5 - B.7) and the fact that S = n— B, it is possible to obtain the known result:

(B.8)

sl

Exclusion

If there is no significant excess in data, it is more useful to report upper limits
on the signal hypothesised. In order to establish an upper limit, the hypothesis
for a given signal (Hy, 1 = o) is tested against the alternative hypothesis, (Hy,
p < pp). When establishing an upper limit, an upwards fluctuation of the data
is not regarded as representing incompatibility with the hypothesised ug value,
therefore the test statistic is set to 0 when i > po. If one considers signal models
that have pp > 0 and if the best fit value [ is negative, the closest physical model
has pg = 0. The test statistic is therefore given by:

“91n ﬁ(uoli’(uo))

> <0
£(0,6(0)
— L(po,0 A
Quy = —21HW 0< i< o (B.9)
0 > po

The value of pg is adjusted to give a pre-defined p-value, conventionally in ATLAS

this is chosen as 5% which corresponds to a 95% confidence level.

Similar to the discovery case, it can be shown that g, is distributed as a half-x?

distribution and the p-value is given by

Puo = 1- (I)(\/%) (BlO)

The procedure to establish the upper limit is then to estimate po, compute g,
and find the p-value. The value of py can then be adjusted until the pre-defined
p-value (usually 5%) is reached.

For the case of a single bin counting experiment a simple equation can be derived
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for the upper limit. Substituting equation [B.7] into equation gives

AN 2
Gs, = (SO — S) (B.11)
gs

where Sj is the tested number of signal events and S is the best fit number of

signal events. From equation [B.10, if the p-value is set to 0.05, g, is equal to
2.70. Equation can then be re-arranged to give

Sup = S + 1.6404 (B.12)

where Sy, is the number of signal events excluded at 95% CL.

CLs method

If there is a deficit in data with respect to the background only expectation, the
value of S will be negative. If the deficit is large enough, it can be seen from
equation that it could be possible that the upper limit on the number of

signal events is also negative.

A procedure is developed (CLg, [100]) is developed to avoid this situation. The

solution is to use a modified p-value, given by

p
por, = — (B.13)
Po
where pg is the p-value computed under the hypothesis ¢ = 0 rather than puy.
This has the property desired that the upper limit on p is always greater than
zero. However there is the disadvantage that for some small values of pg, the

upper limit is greater than the 95% CL that is quoted.

Asimov Datasets
In order to obtain the expected sensitivity (either discovery significance or upper

limit) of experiments it is necessary to compute the test statistic distributions

f(qyu|p) for a given p. There are two options for computing this, the first option
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involves generating pseudo-experiments and calculating ¢, for each experiment
and determining the full distribution f(g,|x). The second option involves
generating a so called Asimov dataset in which all the parameters contained
in the likelihood are set to their expected values. From this dataset it is possible
to use formulas based on Gaussian approximations and determine the expected
sensitivity of the experiment. The use of the Asimov dataset avoids generating
large sets of pseudo-experiments and significantly reduces the computation time

needed to find the sensitivity of an experiment.

The disadvantage of the Asimov dataset approach is that it relies on the Gaussian
approximation. For a small number of observed events, this approximation breaks
down. This can be seen in Figure which are the results from ATLAS for the
search for a resonant particle decaying to two photons [102]. After mg~ > 2.5
TeV, the expected and observed limits are calculated both with Asimov datasets
(grey lines) and pseudo-experiments (blue lines). There is clear disagreement

between the two approaches.
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Figure B.2 Left: Upper limits on the production cross section times branching
ratio for a spin-2 particle decaying to two photons. For mg+ > 2.5
TeV, the observed and expected limits are determined with pseudo-
experiments shown by the blue solid and dashed lines, respectively.
Right: The observed invariant mass distribution of diphoton events
with the spin-2 selection with the predicted SM background.

Measurement

If there is the prior assumption that i > 0 then the test statistic is defined as

n ﬁ(uo?(uo))

- 1< 0
fiso = Lo o) ) (B.14)
10,0 (1o ~
—2n =g - Az
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where for i < 0, the least compatibility the data can have with any value of y is
p = 0. In the Gaussian approximation, t,, is distributed as a x* and as a result
the uncertainties can be constructed by finding the values of the test statistic

that are equal to Z2 to determine the + Z o uncertainties.

Systematic uncertainties

In the discussion below, the HH — bbyy detailed in Chapter 5 will serve as an

example.

Systematic uncertainties are described by nuisance parameters which are imple-

mented into the likelihood that describes the analysis.

They are implemented into the likelihood by multiplying the relevant parameter
of the statistical model by a response function. In the case of a Gaussian PDF

for an uncertainty of size o, it is given as:

Fa(o,0) = (1+0-0) (B.15)

and for cases where a negative model parameter does not make physical sense,

the log-normal PDF is used instead, given as:

FLN(O'7 9) = 61H(1+U)9 (B]_G)

In both cases, the corresponding constraint product G(6) is a unit Gaussian

centered at zero for 6.

For example, in the H — 7~ signal model, the signal mean ucp and resolution

ocp become:

pes — pep(l+ oppsfpes) (B.17)

ocp — 0ce(1+ operipER) (B.18)

where PES and PER are the photon energy scale and resolution uncertainties

respectively.
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The number of HH signal events Nyg, considering only HH theory systematic

uncertainties fr, is given by:

Nuw — Nun H e Rl (B.19)

J

The impact of each systematic uncertainty on an analysis can be evaluated by
computing the best fit signal strength, figg when varying the nuisance parameter

associated with a systematic uncertainty 0 within its confidence interval, that is:

~

Njs = (6 £ Ng) — ji(6) (B.20)

Figure shows the ten highest ranked systematic uncertainties for the 1D fit
for the Asimov data set (left) and the observed data (right). Figure shows
the same quantities for the 2D fit.
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Figure B.3 The ten systematic uncertainties with the highest impact on the
signal strength, puppg are shown in order for the Asimov data set
(left) and the observed data (right).

Before the fit, each nuisance parameter (NP) has a value of 0 £ 1 by construction
because G(0) are unit Gaussian constraints. Post-fit, each NP can have a non-
zero central value since the NP can absorb some feature(s) in the data. The NP
uncertainties can also drop below unity because some feature(s) in the data can
constrain the NPs. If the central value of the NP is pulled far from zero or its
uncertainty is notably constrained, the features in the data responsible for this
should be understood.
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Figure B.4 The ten systematic uncertainties with the highest impact on the
signal strength, upmp are shown in order for the Asimov data set
(left) and the observed data (right).

149



Bibliography

1]

2]

S. L. Glashow. Partial Symmetries of Weak Interactions. Nucl. Phys.,
22:579-588, 1961.

Steven Weinberg. A model of leptons. Phys. Rev. Lett., 19:1264-1266, Nov
1967.

Abdus Salam. Weak and Electromagnetic Interactions. Conf. Proc.,
C680519:367-377, 1968.

Peter W. Higgs. Broken symmetries and the masses of gauge bosons. Phys.
Rew. Lett., 13:508-509, Oct 1964.

F. Englert and R. Brout. Broken symmetry and the mass of gauge vector
mesons. Phys. Rev. Lett., 13:321-323, Aug 1964.

G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble. Global conservation
laws and massless particles. Phys. Rev. Lett., 13:585-587, Nov 1964.

K. A. Olive el al. Review of Particle Physics, 2014-2015. Review of Particle
Properties. Chin. Phys. C, 38:090001, 2014. All tables, listings, and

reviews (and errata) are also available on the Particle Data Group website:
http://pdg.1bl.gov.

L. A. Harland-Lang, A. D. Martin, P. Motylinski, and R. S. Thorne.
Parton distributions in the LHC era: MMHT 2014 PDFs. FEur. Phys. J.,
C75(5):204, 2015.

Stefan Hoche, Silvan Kuttimalai, Steffen Schumann, and Frank Siegert.
Beyond Standard Model calculations with Sherpa.  Eur. Phys. J.,
C75(3):135, 2015.

Michelangelo L. Mangano, Mauro Moretti, Fulvio Piccinini, and Michele
Treccani.  Matching matrix elements and shower evolution for top-
pair production in hadronic collisions. Journal of High Energy Physics,
2007(01):013, 2007.

S. Catani, Yuri L. Dokshitzer, M. H. Seymour, and B. R. Webber.
Longitudinally invariant kr clustering algorithms for hadron hadron
collisions. Nucl. Phys., B406:187-224, 1993.

150



[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

J. Alwall et al. The automated computation of tree-level and next-to-
leading order differential cross sections, and their matching to parton shower
simulations. Journal of High Energy Physics, 2014(7):79, Jul 2014.

J. Bellm et al. Herwig 7.0/Herwig++ 3.0 release note. The European
Physical Journal C, 76(4):196, Apr 2016.

T. Gleisberg et al. 2009(02):007-007, feb 2009.

Torbjorn Sjostrand, Stephen Mrenna, and Peter Skands. A brief
introduction to PYTHIA 8.1. Computer Physics Communications,
178(11):852 — 867, 2008.

ATLAS collaboration. Measurements of the production cross section of a
Z boson in association with jets in pp collisions at /s = 13 TeV with the
ATLAS detector. Eur. Phys. J., C77(6):361, 2017.

ATLAS simulation of boson plus jets processes in Run 2. Technical Report
ATL-PHYS-PUB-2017-006, CERN, Geneva, May 2017.

Image of main Higgs boson production mechanisms. https://www-cdf.
fnal.gov/physics/new/hdg/Plain_English.html. Accessed: 2018-09-
30.

C. Anastasiou et al. High precision determination of the gluon fusion
Higgs boson cross-section at the LHC. Journal of High Energy Physics,
2016(5):58, May 2016.

ATLAS Collaboration. Observation of a new particle in the search for the
Standard Model Higgs boson with the ATLAS detector at the LHC. Phys.
Lett. B, 716:1, 2012.

Observation of H — bb decays and VH production with the ATLAS
detector. Technical Report ATLAS-CONF-2018-036, CERN, Geneva, Jul
2018.

Combined measurements of Higgs boson production and decay using up to
80 fb~! of proton—proton collision data at /s = 13 TeV collected with the
ATLAS experiment. Technical Report ATLAS-CONF-2018-031, CERN,
Geneva, Jul 2018.

ATLAS Collaboration. Observation of Higgs boson production in
association with a top quark pair at the LHC with the ATLAS detector.
Phys. Lett., B784:173-191, 2018.

M. Grazzini et al. Higgs boson pair production at NNLO with top quark
mass effects. JHEP, 05:059, 2018.

R. Frederix et al. Higgs pair production at the LHC with NLO and parton-
shower effects. Phys. Lett., B732:142-149, 2014.

151


https://www-cdf.fnal.gov/physics/new/hdg/Plain_English.html
https://www-cdf.fnal.gov/physics/new/hdg/Plain_English.html

[26]

[27]

28]

[29]

[30]

[31]

Technical proposal. LHC Tech. Proposal. CERN, Geneva, 1994. CMS, the
Compact Muon Solenoid : technical proposal.

CMS Collaboration. Inclusive Search for a Highly Boosted Higgs Boson
Decaying to a Bottom Quark-Antiquark Pair. Phys. Rev. Lett., 120:071802,
Feb 2018.

ATLAS Collaboration. Observation and measurement of Higgs boson
decays to WW* with the ATLAS detector. Phys. Rev. D, 92:012006, 2015.

ATLAS Collaboration. Measurements of Higgs boson production and
couplings in the four-lepton channel in pp collisions at center-of-mass
energies of 7 and 8 TeV with the ATLAS detector. Phys. Rev. D, 91:012006,
2015.

ATLAS Collaboration. Measurement of Higgs boson production in the
diphoton decay channel in pp collisions at center-of-mass energies of 7 and
8 TeV with the ATLAS detector. Phys. Rev. D, 90:112015, 2014.

Cross-section measurements of the Higgs boson decaying to a pair of tau
leptons in proton—proton collisions at /s = 13 TeV with the ATLAS
detector. Technical Report ATLAS-CONF-2018-021, CERN, Geneva, Jun
2018.

ATLAS Collaboration. Search for the Decay of the Higgs Boson to Charm
Quarks with the ATLAS Experiment. Phys. Rev. Lett., 120(21):211802,
2018.

Prospects for H — c¢ using Charm Tagging with the ATLAS Experiment
at the HL-LHC. Technical Report ATL-PHYS-PUB-2018-016, CERN,
Geneva, Aug 2018.

Prospects for the measurement of the rare Higgs boson decay H — puu
with 3000 fb~! of pp collisions collected at /s = 14 TeV by the ATLAS
experiment. Technical Report ATL-PHYS-PUB-2018-006, CERN, Geneva,
May 2018.

CMS Collaboration. Search for Higgs boson pair production in the bbyy
final state in p — p collisions at /s = 13 TeV. Phys. Rev. Lett., 120:071802,
Feb 2018.

Lisa Randall and Raman Sundrum. Large mass hierarchy from a small
extra dimension. Phys. Rev. Lett., 83:3370-3373, Oct 1999.

H. Davoudiasl, J. L. Hewett, and T. G. Rizzo. Phenomenology of the
Randall-Sundrum Gauge Hierarchy Model. Phys. Rev. Lett., 84:2080, 2000.

LEP design report. CERN, Geneva, 1984. Copies shelved as reports in LEP,
PS and SPS libraries.

152



[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[48]

[49]

[50]

[51]

[52]

[53]

Design Report Tevatron 1 project. Technical Report FERMILAB-DESIGN-
1984-01, 1984.

The ALICE Collaboration. The ALICE experiment at the CERN LHC.
Journal of Instrumentation, 3(08):508002, 2008.

LHCb : Technical Proposal. Tech. Proposal. CERN, Geneva, 1998.

Image of CERN accelerator complex. https://stfc.ukri.
org/research/particle-physics-and-particle-astrophysics/
large-hadron-collider/cern-accelerator-complex/.

Website of ATLAS public luminosity results. https://twiki.cern.ch/
twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2.

ATLAS Collaboration. The ATLAS Experiment at the CERN Large
Hadron Collider. JINST, 3:S08003, 2008.

Image of ATLAS magnet system. http://www. jetgoodson.com/images/
thesisImages/magnetSystems.png.

ATLAS Collaboration. Track Reconstruction Performance of the ATLAS
Inner Detector at /s = 13 TeV. ATL-PHYS-PUB-2015-018, 2015.

ATLAS Collaboration. Performance of the ATLAS Transition Radiation
Tracker in Run 1 of the LHC: tracker properties. JINST, 12:P05002, 2017.

ATLAS Collaboration. Measurement of the W-boson mass in pp collisions
at /s = 7 TeV with the ATLAS detector. Eur. Phys. J. C, 78:110, 2017.

R Fruhwirth. Application of Kalman filtering to track and vertex fitting.
Nucl. Instrum. Methods Phys. Res., A, 262(HEPHY-PUB-503):444. 19 p,
Jun 1987.

TrackML Particle Tracking Challenge. https://www.kaggle.com/c/
trackml-particle-identification. Accessed: 2018-10-30.

ATLAS Collaboration. Performance of primary vertex reconstruction in
proton—proton collisions at /s = 7 TeV in the ATLAS experiment. ATLAS-
CONF-2010-069, 2010.

R. Fruhwirth, W. Waltenberger, and P. Vanlaer. Adaptive vertex fitting.
J. Phys., G34:N343, 2007.

Walter Lampl et al. Calorimeter Clustering Algorithms: Description and
Performance. ATL-LARG-PUB-2008-002, 2008.

ATLAS Collaboration. Electron and photon reconstruction and
performance in ATLAS using a dynamical, topological cell clustering-based
approach. ATL-PHYS-PUB-2017-022, 2017.

153


https://stfc.ukri.org/research/particle-physics-and-particle-astrophysics/large-hadron-collider/cern-accelerator-complex/
https://stfc.ukri.org/research/particle-physics-and-particle-astrophysics/large-hadron-collider/cern-accelerator-complex/
https://stfc.ukri.org/research/particle-physics-and-particle-astrophysics/large-hadron-collider/cern-accelerator-complex/
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
http://www.jetgoodson.com/images/thesisImages/magnetSystems.png
http://www.jetgoodson.com/images/thesisImages/magnetSystems.png
https://www.kaggle.com/c/trackml-particle-identification
https://www.kaggle.com/c/trackml-particle-identification

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]
[65]

[66]

[67]

(68

Matteo Cacciari, Gavin P. Salam, and Gregory Soyez. The anti-k; jet
clustering algorithm. JHEP, 04:063, 2008.

ATLAS Collaboration. Performance of pile-up mitigation techniques for jets
in pp collisions with the ATLAS detector. Nucl. Instrum. Meth., A824:367,
2016.

ATLAS Collaboration. Jet energy scale measurements and their systematic
uncertainties in proton-proton collisions at /s = 13 TeV with the ATLAS
detector. Phys. Rev. D, 96:072002, 2017.

ATLAS Collaboration. Tagging and suppression of pileup jets with the
ATLAS detector. ATLAS-CONF-2014-018, 2014.

ATLAS Collaboration. Performance of b-Jet Identification in the ATLAS
Experiment. JINST, 11:P04008, 2016.

Quark versus Gluon Jet Tagging Using Charged Particle Multiplicity with
the ATLAS Detector. Technical Report ATL-PHYS-PUB-2017-009, CERN,
Geneva, May 2017.

ATLAS Collaboration. Technical Design Report for the ATLAS ITk
Strip Detector. Technical Report ATL-COM-UPGRADE-2017-006, CERN,
Geneva, Mar 2017.

Projections for measurements of Higgs boson cross sections, branching
ratios, coupling parameters and mass with the ATLAS detector at the HL-
LHC. Technical Report ATL-PHYS-PUB-2018-054, CERN, Geneva, Dec
2018.

Measurement prospects of the pair production and self-coupling of the Higgs
boson with the ATLAS experiment at the HL-LHC. Technical Report ATL-
PHYS-PUB-2018-053, CERN, Geneva, Dec 2018.

M. Cepeda et al. Higgs Physics at the HL-LHC and HE-LHC. 2019.

Image of the timeline of the HL-LHC program. https://
project-hl-lhc-industry.web.cern.ch/content/project-schedule.

Image of the crab cavities. https://home.cern/about/updates/2017/12/
crab-cavities-colliding-protons—-head.

ATLAS Collaboration. Technical Design Report for the ATLAS 1Tk Pixel
Detector. Technical Report ATL-COM-ITK-2017-073, CERN, Geneva, Dec
2017.

ATLAS Collaboration. Technical Design Report for the Phase-II Upgrade
of the ATLAS LAr Calorimeter. Technical Report CERN-LHCC-2017-018.
ATLAS-TDR-027, CERN, Geneva, Sep 2017.

154


https://project-hl-lhc-industry.web.cern.ch/content/project-schedule
https://project-hl-lhc-industry.web.cern.ch/content/project-schedule
https://home.cern/about/updates/2017/12/crab-cavities-colliding-protons-head
https://home.cern/about/updates/2017/12/crab-cavities-colliding-protons-head

[69]

[70]

[71]

[72]

(73]

[74]

[75]

[76]

[77]

78]

[79]

[80]

[81]

[82]

ATLAS Collaboration. Technical Design Report for the Phase-II Upgrade
of the ATLAS Muon Spectrometer. Technical Report CERN-LHCC-2017-
017. ATLAS-TDR-026, CERN, Geneva, Sep 2017.

ATLAS Collaboration. Technical Design Report for the Phase-II Upgrade
of the ATLAS Tile Calorimeter. Technical Report CERN-LHCC-2017-019.
ATLAS-TDR-028, CERN, Geneva, Sep 2017.

ATLAS Collaboration. Technical Design Report for the Phase-II Upgrade
of the ATLAS TDAQ System. Technical Report CERN-LHCC-2017-020.
ATLAS-TDR-029, CERN, Geneva, Sep 2017.

ATLAS Collaboration. Technical Proposal: A High-Granularity Timing
Detector for the ATLAS Phase-II Upgrade. Technical Report CERN-
LHCC-2018-023. LHCC-P-012, CERN, Geneva, Jun 2018.

ATLAS Collaboration. Final Report of the ITk Layout Task Force.
Technical Report ATL-COM-UPGRADE-2016-042, CERN, Geneva, Sep
2017.

ATLAS Collaboration. Expected Performance of the ATLAS Inner Tracker
at the High-Luminosity LHC. ATL-PHYS-PUB-2016-025, 2016.

ATLAS Collaboration. Prospects for Observing t¢tH H Production with the
ATLAS Experiment at the HL-LHC. ATL-PHYS-PUB-2016-023, 2016.

Christoph Englert, Frank Krauss, Michael Spannowsky, and Jennifer
Thompson. Di-Higgs phenomenology in tthh: The forgotten channel. Phys.
Lett., B743:93-97, 2015.

Tao Liu and Hao Zhang. Measuring Di-Higgs Physics via the tthh — ttbbbb
Channel. 2014.

J. de Favereau, C. Delaere, P. Demin, A. Giammanco, V. Lemaitre,
A. Mertens, and M. Selvaggi. Delphes 3: a modular framework for fast
simulation of a generic collider experiment. Journal of High Energy Physics,
2014(2):57, Feb 2014.

D. de Florian et al. Handbook of LHC Higgs Cross Sections: 4. Deciphering
the Nature of the Higgs Sector. 2016.

ATLAS Run 1 Pythia 8 tunes. Technical Report ATL-PHYS-PUB-2014-
021, CERN, Geneva, Nov 2014.

Richard D. Ball et al. Parton distributions with LHC data. Nucl. Phys.,
B867:244-289, 2013.

Richard D. Ball et al. Parton distributions for the LHC Run II. JHEP,
04:040, 2015.

155



[83]

[84]

[85]

[36]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

[96]

ATLAS Phase-II Upgrade Scoping Document. Technical Report CERN-
LHCC-2015-020. LHCC-G-166, CERN, Geneva, Sep 2015.

ATLAS Collaboration. Calibration of the performance of b-tagging for ¢
and light-flavour jets in the 2012 ATLAS data. ATLAS-CONF-2014-046,
(2014).

ATLAS Collaboration. Technical Design Report for the Phase-II Upgrade
of the ATLAS TDAQ System. Technical Report CERN-LHCC-2017-020.
ATLAS-TDR-029, CERN, Geneva, Sep 2017.

ATLAS Collaboration. ~ Search for the Standard Model Higgs boson
produced in association with top quarks and decaying into bb in pp collisions
at y/s = 8 TeV with the ATLAS detector. Eur. Phys. J. C, 75:349, 2015.

ATLAS Collaboration. Search for the Standard Model Higgs boson
produced in association with top quarks and decaying into a bb pair in
pp collisions at /s = 13 TeV with the ATLAS detector. Phys. Rev. D,
(CERN-EP-2017-291):44 p, Dec 2017.

S. Dawson, S. Dittmaier, and M. Spira. Neutral higgs-boson pair production
at hadron colliders: QCD corrections. Phys. Rev. D, 58:115012, Nov 1998.

S. Borowka, N. Greiner, G. Heinrich, S.P. Jones, M. Kerner, J. Schlenk, and
T. Zirke. Full top quark mass dependence in Higgs boson pair production
at NLO. Journal of High Energy Physics, 2016(10):107, Oct 2016.

D. de Florian et al. Handbook of LHC Higgs Cross Sections: 4. Deciphering
the Nature of the Higgs Sector. 2016.

ATLAS Collaboration. The ATLAS Simulation Infrastructure. Eur. Phys.
J. C; 70:823, 2010.

S. Agostinelli et al. GEANT4: A Simulation toolkit. Nucl. Instrum. Meth.,
A506:250-303, 2003.

Simone Alioli, Paolo Nason, Carlo Oleari, and Emanuele Re. A general
framework for implementing NLO calculations in shower Monte Carlo
programs: the POWHEG BOX. JHEP, 06:043, 2010.

Hung-Liang Lai, Marco Guzzi, Joey Huston, Zhao Li, Pavel M. Nadolsky,
Jon Pumplin, and C. P. Yuan. New parton distributions for collider physics.
Phys. Rev., D82:074024, 2010.

Jon Butterworth et al. PDF4LHC recommendations for LHC Run II. J.
Phys., G43:023001, 2016.

ATLAS Collaboration. Measurement of the photon identification efficiencies
with the ATLAS detector using LHC Run-1 data. 2016.

156



[97]

(98]

[99]

[100]

[101]

[102]

Glen Cowan, Kyle Cranmer, Eilam Gross, and Ofer Vitells. Asymptotic
formulae for likelihood-based tests of new physics. Fur. Phys. J., C71:1554,
2011. [Erratum: Eur. Phys. J.C73,2501(2013)].

John M. Campbell, R. Keith Ellis, Ye Li, and Ciaran Williams. Predictions
for diphoton production at the LHC through NNLO in QCD. JHEP, 07:148,
2016.

ATLAS Collaboration. Measurements of fiducial cross-sections for ¢t
production with one or two additional b-jets in pp collisions at /s = 8 TeV
using the ATLAS detector. Fur. Phys. J. C| 76:11, 2016.

A L Read. Presentation of search results: the CLs technique. Journal of
Physics G: Nuclear and Particle Physics, 28(10):2693, 2002.

ATLAS Collaboration. Combination of searches for Higgs boson pairs in pp
collisions at 13 TeV with the ATLAS experiment. Technical report, CERN.

ATLAS Collaboration. Search for new phenomena in high-mass diphoton
final states using 37 fb~! of proton—proton collisions collected at /s = 13
TeV with the ATLAS detector. Phys. Lett., B775:105-125, 2017.

157



	cover sheet

