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Abstract

One of the oldest problems in quantum information theory is to study if there exists a
state with negative partial transpose which is undistillable [1]. This problem has been
open for almost 30 years, and still no one has been able to give a complete answer
to it. This work presents a new strategy to try to solve this problem by translating
the distillability condition on the family of Werner states into a problem of partial
trace inequalities, this is the aim of our first main result. As a consequence, we obtain
a new bound for the 2-distillability of Werner states, which does not depend on the
dimension of the system. On the other hand, our second main result provides new
partial trace inequalities for bipartite systems, connecting some of them also with the
separability of Werner states. Throughout this work, we also present numerous partial
trace inequalities, which are valid for many families of matrices.

Keywords Werner states - Distillability - Partial trace - Bound entanglement - Trace
inequalities

1 Introduction

The theory of quantum entanglement, introduced in [14] in 1935 by Einstein, Podolsky
and Rosen, has been one of the central topics of debate and progress in the last century
in quantum mechanics. However, many questions remain to be solved in this field, and
in this work, we will discuss one of them, the famous problem stated in [1]: Study if
there exists a state with negative partial transpose which is undistillable. A quantum
state p € L(9€), where 5 = J1 QJ>,1s apositive semidefinite matrix withtr p = 1.
A state is called separable if it can be written as a convex sum of tensor products of
positive semidefinite matrices. Otherwise, it is called entangled.
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In this paper, we will focus on the fundamental property called distillability: Sup-
pose that we have two parties, call them Alice and Bob, who share n-copies of the
same state p € L((Cd ®Cd ), p = 0,tr p = 1, and that both perform a local operation
obtaining a new state of the form

,  AQ®Bp®'A*Q B*
P = 4A® Bp® A* @ B’

e))

with A, B : ((Cd Yo s C2, and where “*” denotes the adjoint matrix. If it is possible
to find a pair of operations (A, B) such that the resulting state p’ is entangled, it
is said that p is n-distillable (see e.g., [22]) . If, on the other hand, for any pair of
operations (A, B) the state p’ is always separable, we say that p is n-undistillable. If
forevery n € N, p is n-undistillable, then p is called simply undistillable, otherwise it
is distillable. An alternative definition is that p is n-undistillable if, for every Schmidt
rank 2 vector v € (C¢ ® C4)®",

w. (o™) " v = 0. @

where T denotes the partial transposition and with the Schmidt rank defined as the
minimum number of terms needed to express a quantum state as a sum of tensor
product states, see [26, 28] or [13].

In [20], it was shown that it is enough to reduce the distillability problem to the
family of Werner states defined as (see e.g., [28] or [34])

1+ aF

= 3
d? +ad )

Pa
where o € [—1, 1] and F is the flip operator acting on tensor products as F(x ® y) =
yQ®x, forx,y € C? @ C4. The reason for that, is that every state with a non-
positive partial transpose can be mapped onto a Werner state with a non-positive
partial transpose via the twirling map

9(p)=/ UU)pUU)*dU, (@)
Ud)

where dU denotes the Haar measure on the unitary group of d x d matrices U (d). This
twirling operator is in particular a form of local operations and classical communication
(LOCC) since it consists of a convex combination of local unitary operators. Therefore,
the existence of undistillable states with non-positive partial transpose can be decided
just by focusing on Werner states. This family of states satisfy the following properties:

1. pg is separable < p, has positive partial transpose < o > —%.

2. Forn = 11in 1, p, is 1-undistillable < o > —%.

Moreover, in [23] it is conjectured that this family might contain a subfamily of states
which are undistillable but with non-positive partial transpose. In the last decades,
there have been many different approaches to this problem, some of them leading to
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Partial trace inequalities

Family of
partial trace
inequalities 1

Distillability Theorem 1

Proposition 2

Family of
partial trace
inequalities 2

Separability

Fig. 1 Connection between partial trace inequalities and properties of Werner states

particular results that have been proved for the distillability of the Werner states , for
example in [6, 7, 26, 28], but still the problem remains open. The conjecture on this
family of Werner states is the following:

Conjecture1 Let ¢ € [—1,1], d > 2. A Werner state py, € L((Cd ® C9), is n-
1

undistillable for every n € N if, and only if & > —3.
A positive answer to Conjecture 1 would solve then the problem of finding a state
with negative partial transpose and is undistillable.

1.1 Summary of main results and structure of this work

In this work, we provide a new characterization for the Conjecture 1 in terms of partial
trace inequalities for the 2-norm, which depend on the parameter « associated with the
Werner states 3. This is the goal of the first main result, Theorem 1, which is presented
in section 3. Moreover in Proposition 2, we also show the connection between the
separability and another family of partial trace inequalities. This connection is showed
in Fig. 1.

In section 4, we will study how the quadratic forms associated to state inversion
operators studied in e.g., [15, 16] or [25] are related with the distillability and separa-
bility properties of Werner states and tensor product of Werner states. We will exploit
the correspondence shown in the previous figure to obtain new results on both partial
trace inequalities and properties of Werner states. In Proposition 2, we will use that
P 18 separable for o > —5 to prove partial trace inequalities in n-partite systems for
arbitrary matrices.

Theorem 2 is our second main result, where we present the partial trace inequalities
that we have been able to prove for bipartite systems. The spirit will be then the opposite
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as before, that is, we will try to prove partial trace inequalities to obtain information on
the 2-distillability properties of Werner states. In Theorem 2 appear four partial trace
inequalities: One in the family 1 related to the distillability, the second one related to
the family 2, and two others more concerning the distillability of the tensor product of
two Werner states with different sign in the parameter o (see Remark 6). In particular,
we show that both p 1 Qp_ 1 and p_ 1 ® p 1 are 1-distillable. The proof of Theorem
2 is presented in Section 7, due to its length.

Another remarkable result is Corollary 1 in section 3. There, we prove that for
o > —‘l‘, the Werner states p, are 2-undistillable for every dimension d > 2. This
becomes relevant for d > 5, since then for o € (—é, —}‘] this implies that the states
pq are 2-undistillable and entangled.

In section 5, we discuss about partial trace inequalities in tripartite systems, and
prove a particular case of the quadratic form associated to the 3-distillabilty. Finally
in section 6, we present numerical results showing the existence of general families
of partial trace inequalities for all the Schatten p-norms.

2 Preliminaries

Let 77 be a finite-dimensional Hilbert space. We will denote the set of bounded linear
operators in S by L(J¢). For T € L(7) the Schatten p-norms are defined for
p > 0as

ITllp = (wIT17)7, &)

where |T| = «/T T*. In particular, for p = 2, this norm comes from an inner product
in L(J7) called Hilbert-Schmidt product defined as

(T, S) =w(T*S), (6)

for T, S € L(7). The case p = oo corresponds with the operator norm. In the
particular case where J¢ = J# ® 5%, one can define the partial trace operator valued

n
functions for T € L(JA4 ® 545), T = Z T,.1 ) T;Z as
i=1

n n
) T = Ztr(Til)Tl-z, try T = Ztr(Ti2)Ti1, 7

i=1 i=1

which are independent from the choice of decomposition in tensor products. The
following inequalities show some well-known bounds for the norms 1 and 2

ITll2 < IT1h < V/7IIT |2, ®)
2 1 2

17Nz =~ 7], ©))

ltri Tl < T Il (10)
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fori = 1, 2 and where » = rank(T'). For 10 see e.g., [31].

Remark 1 Many times in the literature in quantum mechanics, the bra-ket notation is
used for normalized vectors. In this work, however, we will use this notation to denote
arbitrary rank 1 matrices, i.e., matrices of the form |v)(w| where v, w € 7, but not
vectors or associated functionals. There will be only one exception for this in the proof
of Proposition 5, where it simplifies the notation, and it is also indicated there.

Given a Hilbert space 7, the symmetric and antisymmetric subspaces for two
copies of J# are defined as

o =veH QN : Fv=v}, A ={veH QI :Fv=—v} (1D

respectively, where F is the flip operator. The respective orthogonal projections are
given by
p _L1tF  _1-F 1)
tT oy T

For v, w € 47, define the symmetric product © : 5 ®  — # and the antisym-
metric product A : € ® S — HL

VOW=1vuw4+w®uv, vAw=vQw—w Q. (13)

Finally, the bosonic and fermionic creation operators acting on w € J¢ are

ay(w = V2P (v@w) = L(v@w), a* (Vw = V2P_(v@w) = Lz(v/\w),

V2
(14)

respectively, for v € J#, and the bosonic and fermionic annihilation operators on
@ € I Q@ I are just

ar()(@) = V2(v, Pro)1, a—()(p) = 2(v, P_g)1, (15)

where (, )1 : A x A#®% — A is the partial inner product in the first argument,
i.e., the sesquilinear extension of

(v, 91 @ 92) = (v, 01)¢2. (16)
See [4] for a more general definition of the creation and annihilation operators in the
Fock space.
3 Distillability of Werner states
In recent times, on the way to solving the Werner states’ distillability problem, several
equivalent problems have been proposed in order to approach it with different strate-

gies. A first example is the one formulated in [28] for the C* ® C* system, where the
2-distillability problem is equivalent to show that for matrices A, B € L(C*), with
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trA=trB=0and|A II% +|B ||% = %, the two largest singular values squared of the
Kronecker sum A ® 1 + 1 ® B are upper bounded by % A second one is provided
in [11] and it relates the undistillability with the existence of a completely positive
map, which is not completely co-positive but 2-copositive in all its tensor n-th tensor
power, see also [23]. Our first main result presents a new characterization in terms of
partial trace inequalities.

Theorem 1 Let J7 be a finite-dimensional Hilbert space that can be decomposed as
H =R ...Q I, withdim(F5) = d;, and define for a € R the quadratic form

¢ )= Y s Cls (17)
JeP({1,2,...,n})

where P(X) is the power set of X and we denote trg = 1. Then, py is n-distillable if and
only if there exists a matrix C € L((C4)®") with rank C < 2 such that ¢ (a, C) < 0,
witha € [—1, 1].

Proof Suppose that p, is n-copies distillable, i.e, there exists A, B such that p’ €
L(C?> ® C?) in 1 is entangled. Since the Hilbert space for p’ is C> ® C2, this implies
(see [21]) that (p)T1 # 0, so there exists an element ¥ € C? ® C2 such that

(W, (oHy) <. (18)

LetV e L((C2) such that ¢ = (1 ® V*)Q2, where Q is the maximally entangled state
and denote by Pg the orthogonal projection onto €2, and by F € the flip operator in
C? ® C?, which satisfy the relation Pé' = %F C* We can then write

(W, (PHT1y) = e[ Po(1 @ V)(0) 1 (1 ® V)*] (192)
= t[PG (1 ® V)(p) (L ® V)*] (19b)
= %tr[FCz(ﬂ ® V)(0)(A ® V)*] (19¢)

2
~t[FE A VB (pas, ® ... ® pas)A® VB,  (19d)

where «~ means up to the normalization factor. Defining D = V B and using the
cyclical property of the trace,

tr [(pA,B, ®...®pAan)(A®D)*FCZ(A®D)] <o. (20)

L~et F be the linear extension of the operator which acts on the tensor product as
Fx®y)=y®x, x,y € (C4)®". Then,

(A® D)*FT (A ® D)(x ® y) = (A*Dy) ® (D*Ax) = (A*D ® D*A)(y ® x),
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so we obtain the relation
* C2 _ * * I
(A® D)*F- (A® D) = (A"D ® D*A)F. (21)
Now, let C = A*D. On the one hand, this matrix satisfies that
rank(C) = rank(A*BV) < min{rank(V), rank(A), rank(B)} < 2.
On the other hand, denote by P ({1, 2, ..., n}) the powersetof {1, 2, .. ., n} and define
for J € P({1,2,...,n}), Fa, B, to be the flip operator swapping the systems A; and

Bj for every j € J. Then if JC is the complementary set of J in P({1,2,...,n}),
combining 19d and 21,

W, (1) ot [(1 +aFap)®...® (1+aFss)(C® C*)F] (22a)

- Y e [FA,B, C® c*)F] (22b)
JeP{l,2,...n})
- Y [(c ® C*)Fa B,c] (22¢)

JeP({1,2,...,n})

= Y M |tan CRCIFspe|  (220)
JeP({1,2,...,n})

= Y M@ COUICHF A cr| (@2
JeP({1,2,...n])

= > N, c (22f)
JeP({1,2,...,n})

where in the last equation we used the "swap trick" tra,cB,c [(X ® Y)FAJC B,c] =
tra,c8,c[XY]

Conversely, suppose that there exists a matrix C € L((C4)®") with rank lower or
equal than 2 such that ¢ (a, C) < 0. By the previous argument this implies that

tr[oa, B, ® ... ® pa,s,(C ® C*HF] < 0. (23)
Decompose C = |v1){w1| + |vz){wz|, and notice that
(C®C*P) = [ye)(yel. (24)

where V¢ = V] @ wy +v2 @ w2 and following the notation for the flip operator F,
we denote (- )71 the partial transposition for (C4)®" ® (C¢)®". Then,

¢, C) = (Yo, A+ aFap)'®...0 1 +aFa,p) ¥ec) <0, (25

and hence, p, is n-copies distillable using the characterization given by the equation
2. O
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For the particular case n = 1, the quadratic form 17 is given by
4" (@ €)= I3 +alu CP, (26)

which is positive for every matrix of rank r if ¢ > — % , by the inequality 9. In particular
for r = 2, we get the expected boundary value o = —% for the 1-distillability. This
observation on the rank together with numerics performed on the positivity of these
quadratic forms, lead us to the following conjecture on the positivity of the form ¢ ™.

Conjecture2 LetC € L((C%)®") be a matrix with rank C = r. Then, g™, C) >0,
for every o > —%.

Notice that proving Conjecture 2 for » = 1 and r = 2, proves Conjecture 1, due to
Theorem 1. For the rank 1 case, we will show in the next section that we have positivity
of 17 for « = —1. To prove that « = —1 is indeed the boundary (as established in
Conjecture 2), we now look at what happens to e.g., ¢® for the 2-distillability, for
values @ < —1. Take u, v, w € C4 three normalized vectors with v L w, and define
the matrix C = |u){u| ® |v){w|. Then,

gP(1—-e,C)=1—(1+¢) = —¢. (27)

Since the 1-distillability of Werner states for ¢« € (—1, —%) implies its n-
distillability for n > 2, then by Theorem 1 there exists a matrix C with rank 2 such
that ¢ (a, C) < 0. An explicit example of the saturation of the form ¢ (and hence
an alternative proof of the previous statement) is shown in Appendix A for n even. For
the particular case of the 2-distillability, using Theorem 1, we can find some Werner
states that are not PPT and 2-undistillable for any dimension d > 5.

Corollary 1 If o > —%, then q(z) (o, C) = 0, for every C € L(5 ® ) with rank

r. As a consequence, py is not 2-distillable for o > —}‘.

Proof For o > 0 the result is clear, so assume that « < 0. We bound from below the
quadratic form 17 using inequalities 8 and 10

4@ 0) = ICI3 +a [z I + 1ty CIB | + o P

> ICIE +a[lltr2 CIF + 11 €I | + @ e P

(28)
= |ICII3 + 2| Cl + | CP
1
> <; + 2a) ICII3 + o?|tr C2.
Thus, if &« > —z—lr.wegetq(z)(a, C)=>0. O
For positive matrices, the a priori boundary value @ = —% can actually be improved,

since this value does not depend necessarily on the rank (see [15] or [30]), but as we
have seen, this changes for the general case. We will discuss in the next section that
for higher ranks, the boundary value for o« might not be o = —% anymore, since the
dimension of the systems also plays an important role.
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4 Partial trace inequalities

In order to prove the positivity of the quadratic form 17 for rank one matrices for the
value « = —1, we state the following result, which also shows the underlying structure
of these quadratic forms.

Proposition 1 For ¢ = 4 @ 6, the form ¢ (—1, C) is positive for every rank 1
matrix C € L(J7).

Proof Letv, w € J# = JA Q J, and write
n
= Y v wil @ [v7) w3,
i j=1

where n = max{dim 57, dim .74 }. Note that we can make this assumption by com-
pleting the vector with fewer elements with zeros. Now, we compute all the norms

2 1 1 1.1 2 2 2 .2
oy wliF = > whw) g v/ ws wi) g, v)
i,jk,l=1
n
_ 1 1 1 1 2 2 .2 2
= (v Qwj, v; ® w; ) {v; ® wj, vj ® wy) (29a)
i,j.k, =1
n
2 1 1 2 2 2 .2
Ty ) wlliz = > (). o)) g wy(wi, wi) (g, vf)
i,j,k,1=1
n
_ 1 1 1 1 2 2 .2 2
= (g @ w;, wy @ v; ) (v ® wi, vy @ wy) (29b)
i,j.k,l=1
n
2 1 1 1 .1 2 .2 2 2
tra [v) (wlll3 = (W), wi g, v} ) (w3, v7) (uF, wi')
i,j.kl=1
n
= (p ®wi, vl W)} @wi, wf ®v7)  (2%)
i,jk =1
n
2 1 2 .2 2 2
o) (wll* = Y (wh v ol w))w?, v (o7, wp)
i,j.k,l=1
n

= (v ® wJ]-, w! @ v (1} ® w?, wi ® v7), (294d)
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and using (1 — F)? =2(1 — F),

2
i Z (v,]( A wjl-) ® (v,% A w?) = (30a)
k,j=1

1 n

=7 > (v,l ®uj, (1-F)>*0 @ w}))(v,f ®wl, (1- )0} @ w,z)> (30b)
i,j,kl=1

= Z (v,l ®w},vi1 ®wl1 — wl] ®vl-1><v,% ®w?, vj2®w12 —wlz ®Ui2> (30C)

ij.k =1
= [llv) (I3 — [l try [} (w3 — Il tra [v)(wllI3 + Jtr [v) (w]|* (30d)
=g (=1 |v)(w)). (30e)
O

Remark 2 Notice that these forms can be written in a shorter way. For example,
g®(—1, |v)(w]) can be written as follows:

1
¢? (=1 ) = HA =P @A - FFwew (1-F)e1-Fhew)

=(wQw, (1 —-F3)(1 - FR4)vQw),
€1y
where Fj; is the operator that flips the components i and j and F' = Fi3F24. Similarly

the rest.

Remark 3 In a similar way it can be checked that for % = /4 ® ... ® /%, and

k
C=)wl =) PpHwle.. . & [)w
i,j=1

with v, w € 7 and k = max{dim 7, ..., dim JZ,}, then
2

g™ (=1, v) w|)—— Z(v AW ®...® @ AwhH| 0. (32)
i,j=1

Changing the antisymmetrizations “A” by symmetrizations “®” in 32, it is possible
to generate different rank 1 inequalities. In fact, given n > 2, there are 2" combina-
tions of symmetrizations and antisymmetrizations, and each one has associated one
quadratic form. These symmetries coincide with the ones introduced in [30], and
motivate us to introduce the following definition.

Definition 1 Let /7 = /1 ® ... ® J%; and v € {0, 1}", v = (v)}_,, then we define

g, C)= Y dl=nrRe e, c3 (33)
JeP({1,2,...,n})
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where P (X) is the power set of X and where we denote try = 1.

Remark 4 Notice that when v; = Ofor 1 < i < n, that corresponds with a symmetriza-
tion in the tensor factor i in 32. Conversely, when v; = 1, then the tensor factor i in
32 corresponds with an antisymmetrization.

This definition corresponds with the quadratic form associated to a subfamily of
the universal state inversions, which have been studied in e.g., [15, 16] or [25]. Notice
that the vector vg = (1, 1, ..., 1), has the associated quadratic form g,, = q(”). For
n = 3, for example, the different classes of forms are

qa.1.1)(@ C) = [CII5 +a(ltr; CII3 + || tr2 CII3 + || tr3 C13)
+ (It ClI3 + 1tr13 Cl3 + I ra3 CI3) + @[ tr C12, (34)

q0,1.1(B, C) = IICI13 + (=l tr; CII3 + Il tr2 CII3 + || tr3 CI3)
+ B2 (=tr12 CII3 — I tr13 CII3 + [l tr23 C1I3) — B r C2, (35)

40011, C) = ICI3 +y(—lltr1 C|3 — [ tr2 CII5 + || tr3 C|13)
+y2(ltr2 ClI3 = tri3 ClI3 — 13 CID) + ¥ e €12 (36)

By choosing the position of the symmetrizations, one can find 2 forms more like 36,
and another 2 more like 35. At this point we are ready to introduce the main conjecture
of this work.

Conjecture 3 Let 57 be a finite-dimensional Hilbert space that can be decomposed
as I =0 Q ... Q H;, withdim(I4) = d; > 2. Then, for every C € L(JC) with
rank(C) = r and every v € {0, 1}", g, (o, C) > 0 for

1
min{r, max{d, ..., d,}}

(37

lee| < Qopt =

At this point, we recall that one of the quadratic forms in 33 was originally motivated
by the distillability of Werner states. In the proof of the next result, it can be seen how
the upper bound for « in 37 in terms of the dimension is connected to the separability
of the Werner states.

Proposition 2 For |a| < ! a the Conjecture 3 holds.

max{dy,...,

Proof Let 7 = /A ®...Q 7, withdim 7% = d; and d = max;{d;}. Letv € {0, 1}"
with associated quadratic form g, so g, can be written as similarly as we did in the
proof of Theorem 1

qu(@, C) =tr[(1 £ aFa,p,) ®...® (L +aFa,p)CRCHF],  (38)
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with the corresponding choice of signs, and where F is the flip operator in (C4)®" ®
(C4)®" Now, decompose as in Theorem 1, C = > i1 lvi)(w;| and obtain again

(€ ® C*F)T = [ye) (e, (39)

where ¢ = er: 1 Vi ® w;. This allow us to write

qu(@, C) = (Ye, (L +aFa )" ®...® (L£aFa,p,) c). (40)

Since for || < é the Werner states are separable [34], in particular they are PPT and
we conclude that g, (o, C) > 0 for |o| < %. Finally, the result holds by considering
the embedding of L(57) in L((CH®n). O

Notice that for positive matrices, the previous Proposition was already proven in
e.g., [16], and here present an alternative argument that extends this inequality to
general matrices using the separability of Werner states. For the bounds where only
the dimension of the Hilbert spaces appear, we can reduce any quadratic form with
any vector to the case of the subvector containing all the 1’s, i.e., it is sufficient to
prove the result for the vectors of 1’s only. For example, for v = (1,0) and o = —5,
d = max{d,, d»}, the correspondent quadratic form is

1 y | 2, 1 y | 2
90,0\ =7 € ) =lIClz = Sl Cli + Sl Clly = [ €% (41)

We modify the quadratic form ¢y and define

A 1 1
aiy ! (—3, C) = ICI3 — Sl w1 CI. 42)

where the upper index in g denotes that we take partial trace on the first system instead
of the full trace. This form is positive by [31] and also

A 1 1
iy <—E,tr2 C) =2 CI3 ~ SlwCP = 0. (43)

As a consequence, we can write

1 A 1 V% 1
q(1,0) <—2, C> = q({l) . <_E’ C) +q({1) Y —g,trzc . (44)

However, such a decomposition is no longer valid for the rank, because partial traces
do not preserve the rank in general.

Next Theorem shows a version, in terms of partial trace inequalities, of the progress
that we have done in Conjecture 3 for n = 2. The proof is presented in section 7.

Theorem2 Let C € L(54 ® 54), r = rank(C) and d = max{d,, d»}, then the
following inequalities hold

@ Springer



New partial trace inequalities and distillability of Werner states Page 130f27 47

1
try C||3 — || tra C||3| < min{r, d}||C||3 — ———| tr(C)|>. 45
| tri Cll5 — |l tr2 Cl15| < min{r, d}|C||5 min{r,d}'r( )| (45)

2 2 2, 1 2
[tr1 Cllz + [Itr2 Cll3 SdIICII2+d|tr(C)I : (46)

If, inaddition, C can be writtenas C = C1+Co withrank(C1) = 1 and C normal such

that the vectors spanning the range of Cy and C are orthogonal to all eigenvectors
of Ca, then

2 2 2, 1 2
e Cliz + [ tra Cliy = FlICllz + [ (C)F (47)

Remark 5 For the particular case n = 2, rank(C) = 2, the condition ¢ @ (a = — % C )

> (0 in 17 can be rewritten as
1
Itr1 CI3 + [tz Cl3 < 2ICI13 + 5|trC|2, (48)

so 47 is the generalization inequality for a rank r matrix. Since we cannot prove 47
for a general rank 2 matrix yet, the problem of the 2-distillabilty remains open.

Remark 6 Inequality 45 for rank 1 and rank 2 shows (following the reasoning of
Theorem 1) that for every A, B : (C4)®? — C? and /¢ € C?® C?, the Werner states
Po satisfy:

T
<wc, A@B) (py®p_y) (A® B)*wc> >0, (49)

and
T
<1/fc, AeB) (p_y®py) (A® B)*wc> >0, (50)

i.e., ,0% ® ,o_% and ,o_% ® ,0% are 1-distillable in L((Cd)®2). Thus, a positive answer
to Conjecture 3 for rank 1 and rank 2 matrices would not only provide a proof of
the distillability of Werner states, but would also show the distillability properties of
tensor product of Werner states.

5 3-distillability and tripartite systems inequalities

Once we have studied 2-distillability in depth, in this section we begin a small approach
to the 3-distillability, i.e., the problem of showing the positivity of ¢® (=1, C) for
rank 2 matrices C. This problem turns out to be more challenging as the 2-distillability
case, and for the particular case of a rank 2 matrix we can only show positivity for
self-adjoint matrices with one positive and one negative eigenvalue.

Proposition3 If C € L(J4 @ 54 ® I3) is a self-adjoint rank 2 matrix with one
positive and one negative eigenvalue, then g (—%, C ) > 0.
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Proof Consider the inversion of a pure state

1
09" = |a)(al - - (1g, @ tri(Ja)(a]) + 1a, ® tra(a){al) + tr3(ja)(al) ® 1ay)

1
+_2 (]]-dldz ® tr12(|a><a|) + ]]-d1d3 ® trl3(|a><a|) + tr23(|a) (Cl|) ® 1d2d3)

r

1 2
_F_3||a|| ]ld]dzd3- (51)

for a € 7. By denoting Qf)’r = PaJ- 5,3” Pj—, where PaL is again the projection on
ker(|a)(a|), we can upper bound this operator

~ 1 1
3),
Qargr—z(l—;>. (52)
To prove this, notice that by direct computation
(trr(la)(al), trr(1x)(x])) = || trye (la)(x D13, (53)
for any partition /, 1€ of {1, ..., n} (in this case n = 3) so we get
53),r 1 3 1 1 201,112
o, =Qg 7 x) = a7 (=L ja)x]) = 7 (1=~ }llal"lix| (54a)
e 1 2 2 2
(1= 7 ) drea) (D™ + [T s (a) (eDI™ + [ tras (ja) (e DI
(54b)
1 1 20 1
= —— \1==)lal"lxl (54¢)
r r

since ¢ (—1, |a)(x]) > 0 by Proposition 1.
Let C be a self-adjoint matrix with spectral decomposition C = |v1)(v|— |v2)(v2],
with v; L vy, but the vectors are not normalized.

2
1 1 1
q® (—5, C> = Z[(l - g) i3 = 5 (e Toi w13 + 11 ez o) (il 13 + N e |vi><vi|||%)

i=1

1 w12 w2 S = 200 6@
*2 triz Jvi)Cwilllg + IFtrs Jvi) (vi lllz + 1l tros v ) {villl3 (v1, Quy v1)-

(55)
Finally, using 52 with r = 2 together with 53, we can write
3) 1 c)= I 2 2 1 2 2,2
g (—5, ) -3 2; (st = e o wil1) + (o = o2l

> 0.
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47

O

We also study the other two families of inequalities in tripartite systems 35 and
36 for the case that the parameter depends on the rank of the matrix. Proving the
positivity for 8,y = —% for arbitrary rank 1 and rank 2 matrices, would give us
similar conclusions to the ones obtained in Remark 6. Here, we will show them only

for positive semidefinite matrices. We will need first the following result.

Lemma1 Let C € L(JA ® 543) be a positive semidefinite matrix with r = rank (C).

1
Then, || try CII3 = —|| tr2 CII3,

,
Proof Write the spectral decomposition of C = Z |vi)(v;| and by 53 we get that

i=1

tri(lvi) (i Dll2 = [l tra(Jvi) (viD 2,

(57)

for every 1 < i < r. Thus, by 53 again we can express everything in terms of the

partial trace over the second system

1
2 2
IFtry Cliz = i tr2 Cll

1 r r
> (1 - ;) D (v @il +2 ) v (i D3
i=1

i,j=1
i>j

2 r
- Z | tr2(Jvi) (i Dll2 [ tra (v ) (v D2,
d ij=1
1>]

To conclude, define the polynomial

r

r d
pr) ==Y xf -2 Z xixj= Y (xi—x)> >0,
i=1

i,j=l i, j=1
i>j i>j
so we get
2 1 2 1
1 CI3 =~ w2 CI3 = —pr (ltr2(o) @il - [l tr2(op) (Do)
r

+2 ) () (wsDI3

i,j=1

i>j

> 0.

(58)

(59)

(60a)

(60b)

]
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Proposition 4 The conjecture over the class of forms of 35 and 36 for B,y = —%,

holds for positive matrices.

Proof We will start with the proof of the family of inequalities 35. We will just prove
35, the other 2 are analogous. In this case the associated linear operator is

1
PO = |a)(a| + - (1g, ® try(Ja){al) — g, ® tra(la){al) — tr3(ja){al) ® La;)

1
-|-r—2 (—1aya, ® triz(la)(al) — Laya; ® triz(la)(al)
+tra3(ja)(al) ® Laya;) +

1
5 llall* Layasas- (61)
This operator is bounded from below by
1— 2
PO = —jal?, (62)
r

on ker(|a){a|) by computing the expectation value

—r? 202012 1 2
s—llall“lxl”+ {1 - =) Ka, x)|
r

1 1
+- (1 - —) (lalllx1? = triala) (x>
r r

— Il triz(a) (xDII* + [l tra3(la) (x])1?) = 0, (63)

1 1
(e, P x) = =5 poi(la) () +

since

lall®llx 1 = Il triz(a) (xDII* = [ tri3(la) (x DI + [l traz(Ja) (xDI1? =
=(a®x, (1 = FiaFzs)(1 — Fi4F36)a ® x) > 0. (64)

Let C be a positive matrix with rank r and write its (non-normalized) spectral
decomposition C = Y _'_, |v;){v;|, then using 53 we can write

®3) 1 1 4 (3)r
q(011)< ;,C>:<1—* )Z”Uz” +2 Z Vj, P 1

ljl
i>j

1 1\
+ (1 + ;) > (ol = eer Qo i DI = s Cloay o DIP + s (o) iDI?)
i=l1
(65)
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To conclude, the first to terms in 65 are positive since they are lower bounded by the
expression

2 r r
re-—1
S | =Dl =2 3 Pl | = 0, (66)
i=1 i,j=1
i>j

and the last one is equal to
1 1\ «
(14 =)D wi®v, (1 = Fi)(1 = Fas)(1 + Fag)v; @ vi) = 0, (67)
r r iz

which concludes the first part. For 36, the proof follows then by Lemma 1 writing

1 p 1 2 1 1 2
4(0,0,1) —;,C = ||C||2—;Iltr3C||2+r—2||tr12C||2—r—3|trC|

1 2 1 2 1 2 1 2
+= (1 Cll5 = =3 Cll5 | + = | I1tr2 Cll5 — = tri3 Cll5 ) = 0.
r r r r

(68)

O

Remark 7 Proposition 4 shows that the positivity of the quadratic forms associated
with the state inversions might also depend on the rank and not only on the dimension.
Similar considerations might also hold for the state inversion maps.

6 Inequalities for p-Schatten norms

Finally, in this last section, we set a more general function than 33, which will also
depend on the norm and the exponent as follows:

Definition2 Let 77 = 74 ® ... ® 4, and v € {0, 1}". Define for p > 1,y > 1,
a€R,C e L(H) and v € {0, 1}" the map

qwp.y.a.O)= Y MR e, C. (69)
JeP({1,2,...n})

The objective is to study wether it is possible to extend Conjecture 3 to inequalities
depending on p, y, r = rank(C) ord = max{d, ..., d,}, instead of only depending
on the rank r and d, i.e, we want to study if it is possible to introduce a function
ay(p, v, r,d) that provides tight bounds for the positivity of 69. For the particular
caseof p=2and y =2, ay(2,2,7,d) = oyp given by 37.

For v = (1), the bound with the dimension was actually studied in [31], where it
was proved that

p=t
[tri Cllp <d 7 [IC]lp, (70)
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Fig.2 Optimal values for v = (1, 1) for different values of p and y in R?2 ® R? and RZ @ R3

and is also possible to obtain a rank bound using the Holder inequality for the Schatten
p-norms

p—=1
[tr; Cllp < Iltri Cllt = [IC < 1 LAl ICHp =7 2 (ICllp, (711)

where p’ is the dual Holder index of p satisfying % + # = 1. Thus,

1
aqy(p,y,r,d) = - = (72)
. yL y ot
min {r po.d’r }
is a tight bound satisfying

ICI}y —aay(p, v, r d)|r C)” = 0. (73)

For the vector v = (1, 1) it was proved in [2] that for any state p, p > 1 and

y=1Lp

lolly =l plly = 2 pll, + [t pl” = 0, (74)

ie, aq,n(p,y,r,d) = 1, for y = 1, p when restricted to states. This was used
to show the subadditivity of the Tsallis entropy. However, for fixed dimensions and
different values of p and y and a general full-rank matrix C, (Fig. 2) shows the
evolution of the quantity o, (p, y) which is the quantity analogous to ), introduced
in 37 but now dependent on p and y when r and d are fixed, in the systems R?> @ R?
and R? ® R3, which seems to have continuous dependence with respect to p and .

This shows that there are large families of partial trace inequalities that remain to
be studied that generalize the ones of Conjecture 3, when we also take into account
the p-norms and the exponents y .

7 Proof of Theorem 2

First of all, by Proposition 2, inequality 46 and the bound with the dimension of the
Hilbert spaces of 45 are proved, so only the bounds with the ranks have to be proved.
We will divide the proof into two parts: first, we will prove 45 and then 47. Before
proving 45, we will need an auxiliary result that allow us to bound the difference of
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partial traces in a tight way. For this purpose, we will make use of the creation and
annihilation operators introduced in 14, 15.

Proposition5 Let v, w € 7 = 74 ® 76, di = dim J4, d» = dim 4, then

1
Lagy @ tri(jv){w]) = [a+(W)F24a+(v)+a (W) Fasa” (0)]] (75)

1
() {w)) ® 1a, = §[a+(w)Fz4ai(v) —a—(w)FaaZ ()]l (76)
where Faa is the flip operator that exchanges components 2 and 4.

Proof Without loss of generality, we can assume that the vectors are normalized.
In order to simplify this proof, we will use here the bra-ket notation understanding
|v) as a vector (not necessarlly normalized) with associated functional (v|. Write

Z|v |v and |w) = Z|wj |wj),wherewecanassumeagalnthatn1sthe
j=1

same. We will prove
Ly @ tri(Ju)(w]) — tra(Jo)(w]) ® 1, = a—(w]) FasaZ (Jv)|z, (77

and
L, @ tri(jv)(w]) + tro(Jv)(w]) @ 1g, = at-((w]) FagaZ (Jv) |z . (78)

n
For the first one, let |x) = Z |x,§) |x,§), then

[14, ® tri(Jv)(w]) — tro(Jv) (w]) ® 1, ] 1x) (79a)
= > (v i Q) vE) — (wl P w) x)v])xg) (79b)
i,j.k=1

(W)l @ 1a ® 1a,) (Iohidehivd) = lhivdehxd)) (9%

i,j.k=1
= ((w] ® 14, ® 1g,) Faa(|v)|x) — |x)[v)) (79d)
= ((w| ® 1, ® 14,) Fas (1 — F)(Jv)]x)), (79)

where F' = F13 Fp4. To conclude the proof, we use that (1 — F)2 = 2(1 — F) together
with the fact that [ Fo4, F] = 0, and we can write

(Lo, ® tri(jo)(w]) — tra (o) (w]) @ 1g, ] 1x) = (80a)
=2 ((w| ® 14, ® 1a,) P-F2a P_(|v)|x)) (80b)
= a_((w]) FaaaZ (Jv))]x), (80c)
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using the definition of fermionic creation and annihilation operators restricted to one
copy of the space given in 14 and 15. The inequality 78 is analogous. O

Due to linearity, this result can be extended to any C € L(J7), resulting in the
operator 14, ® tri(C) — tr2(C) ® 14, having a “fermionic character”, while that the
operator 14, ® tr1(C) + tr2(C) ® 14, has a “bosonic character”. From the fermionic
one, we can obtain the following result:

Corollary 2 For any matrix C € L(J4 ® ) with rank r,
r
1g, @ tri(C) — tr2(C) @ 1y, oo = an = ICll1, (1)
i=1
where {0;};_, is the set of singular values of C. In particular, for v, w € J, then
1, ® tri(jv){w]) — tro(Jo){(w]) @ 1g, oo = NlVIIIwW]. (82)

This result follows from the previous Proposition, the singular value decomposition,
and the fact that ||a_(v)|lco = |la* (V) |lco = |IV]| (see [4]).

Proof of inequality 45 To show inequality 45, we need to show that both

q(1,0) (—%, C) , 40,1 (—}, C) > (. We will only show the first, since the other is
analogous, i.e., we will prove

! 2 1 2 1 2 1 2
qa.0 | =7. € ) =1Clz =~ Cliz + ~r2 Cll = 7w €7 = 0. (83)

Using the singular value decomposition of C, we can write
r
C =) lu)wil, (84)
i=1

where {v;}/_, and {w;}/_, are orthogonal systems of J# = 1 ® 7, (note that the
vectors are not normalized, since they absorb the singular value). Write for every
l<ic<r,

1 1 1 A
q1,0) _;7|Uz’)(wi| :;Q(l,O)(—1s|Ui>(wi|)+ 1—; [lvi 1~ llw; ||

r—1 5
+——{vi, wi)|%, (85)
.

where
qa,0) (=1, vy (w; ) = (vi @ wy, (1 — Fi3)(1 + Fag)v; Qw;) =0,  (86)
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analogously to Remark 2. Then,

1 1 1 «
0.0 (—;, c) =~ D _qa.0 (=1, i) (wi) + (1 - ;) > il 1w |1
i=1 i=1

1<
+5 ;uvi,wmz (87a)
2 r
+;R€ Z [— (try(Jui){w;i ), try(Jv ) w; D) + (ra(vi){w;l), tra(Jv;)(w;]))
l;'j>=jl
1
—;(vi,wi)(wj,vj)j|. (87b)

Now, the key idea is to use the norms and the absolute value of the inner products in
87a to bound the term 87b. We proceed as follows:

r

2
Re Z [(—tri (i) (wi ), try (Jvg) (w; D) 4 (o) (wi]), tra(jvg)(w; )] | =

r

i,j=1
i>j

(88a)

2 r
<=3 [ wil, —Lay @ tri(fv;)(w; ) + tra (v, (w)]) @ Tay)] (88b)
i,j=l
i>j

IA
|

2 r

p D lvilllwi gy ® tra (o) (w; 1) — tra((v;)(w; ) © Lo, lloo (88c)
=

i

r
> lvilllwe o, lHw; I, (88d)
i,j=1
i>j

IA

RN )

where we used Corollary 2. Finally, considering again the polynomial 59 given by

r d r
prx)=0—=1) x7 -2 Z xixj= Y (5 —x))> =0,
i=1

i,j=1 i,j=1
i>j i>j

we obtain

1 1 1
401.0) (—;, c) > =Y aao (L v wil) + —prQodliiwdl, - ol )
i=1
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1
+r_2pr(|<vlawl)|s'--7|<Ur,wr)|)» (89)

which is positive, so the result follows. O

In order to show 47, one could think of using the bosonic creation and annihilation
operators as we did in the first part. However, this technique does not seem to work,
since these are bounded by the square root of the number operator ([4]), but we will
prove it for matrices of the form sum of a rank 1 plus a normal matrix making use
of a different strategy. Before going into the proof of 47, consider first the following
inversion of a pure state

1 1
0y, = la)(al - - (L, ® tri(la){al) + tra(Ja)(a]) ® 14,) + ) tr(la)(a) 14,4,
(90)
which is self-adjoint, for a € 5. We make use again of 53. i.e.,
(try(Ja)(al), try (Ix) (x)) = || tra(|a) (x ) [13.

for every x € 7. We can obtain then a bound for the spectral radius on ker(|a){a|)
as follows: Let x € ker(|a)(al), then

1 1 1
(x, Qhx) ﬁMWMV+HmﬂF—ﬂWﬂM@M@—ﬂWMM@M@(%)

1 1 1
=—¢%—LM@D——Q——)MWWV, (92)
r r r

and conversely

L r 1 2 1 2
X\ Zllall” = Qg ) x ) = ~litrida)x Dy + ~ll tra(ja){xDll; = 0, (93)

SO
1 1 1
——Q——)MW5Q257MV (94)
r r r

on ker(|a)(al). In particular, if we denote P,. the projection onto ker(|a){al), then
Q' =P,LQ" P, (95)
is self-adjoint and || Q7 [|eo < % (1- %) lal?, for r > 2.

Proof of inequality 47 The case r = 1 was proven in Proposition 1, so we can assume
that » > 2. Suppose that C = C| 4+ C» with C1 = |v1)(w] such that both vy, w are
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orthogonal to all eigenvectors of the normal matrix C,. Using the spectral decompo-
sition in C» we can write

C = o) (wil + Y &ilvi)(vil, (96)

i=2

where ¢; € C, and we can assume that |¢;| = 1 for every i, and the vectors v; and w;
are not normalized for 1 <i < r. Our objective is to show that for this choice of C,

1 1 1 1 1
aa.n (——, C) =q" (——, c) =[ICl3 — =lltr1 Cl5 — = tr2 C[I3 + — | tr C[*>0.
r r r r r

o7
Similarly as we did in the proof of inequality 45, we write the quadratic form acting
on each rank one matrix

1 1 1 S
qga,ny | == lv){wil ) = =qa,n (=1, Jvi)(wiD + {1 == ) lvilI“flwyl
r r r

r—1 5
= [{v1, wi)l”, (98)

1 1 1\?
qa,n (-;, Ivi)(vi|> = qa.n (=1, Jvi ) (w;]) + <1 - ;) o 11, (99)

for every 2 < i < r, so we obtain

1 1 a
qq.1) <—;, C) = |:61(1,1)(—1, ) wih + Y gan (=1, Ivi>(vi|)]

i=2

1 r—1
+<1——> lor P llwi 1> = ——1 {1, w)|?
r r
1\2 < d
+<1_;> §||vi||4+2§Re[8i<vl,inwl)]
1= 1=

,
+2 Z Re [eis_j(vj, QZ[UJ')] s (100)
ij=2
i>j

where g1, 1)(—1, [vi){w1l), ga,1)(—1, |v;){v;]) = O due to Proposition 1 (or due to
Remark 2) for every 2 < i < r. Use now the bound of the operator 95

r B 1 1 r
2" Reeitr, @fwn)| = =2+ (1 - ;) Dbl 1on
1=

i=2
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and
,
2 Y Relewgivy, 0] = -2 Z ( )uv,n o2 (102)
i,j=2 i, j= 2
i>j i>j
Thus,
1 1 2 2 r — 1
q@1,1) <*;,C> > <l*;) lor = lwy 1= — 2 [{v1, wi)l +( > ZHU,H (103a)

—2- (-)valnuwlunvln —22 (

1]2
i>j

;) v I%1v; 1% (103b)

(171)2 [nvn |w1|2+2nv,n4} +2 ( P = o, wn) )
;

i=2
(103c¢)
1

- —( **)Z”v]mwl“””t” -2 Z ( ;) loi 12 1v,01% (103d)

i 2

i

1 1 2 2

=;<1——) prlvliliwil, o2l .., llvr 1)
+ 55 (P P = o, wn P) (103e)
>0, (103f)
where p, is the polynomial 59. O

A Example of a matrices saturating the form g™

In this appendix, we present a family of matrices that violate the positivity of the form

q("), forneven,a = —% — &, & > 0 and arank 2 matrix C. Let n even and consider

C= Q... 1 )(11 ®...QUy| — W1 ®...0 wy) (w1 ® ... wy,|, (104)
with ||v;]| = Jw;|| = 1 and v; L w; for every 1 < i < n. In this case, for J €
P({1,...,n}),

tr; C|? = .
ey Cliz {20therw1se

so for every ¢ > 0,
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L 1 k
=2 < ) (—— — 8) (106b)
k 2
k=0
n—1

— k k
n\ (k) (=DF
=2 Z Z <k) (m> St (106¢)
k=0 m=0
L5 (”)(k)(_l)k & (106d)
m=0 Lk=m k n 2k7m ’

where in the last step we have permuted the order of the summations. By the following
Lemma, all the even powers of ¢ vanish and the odd are negatives. Moreover it goes
to zero when & — 0F. Consequently, ¢™ (—1 — ¢, C) < 0, for every & > 0 and pg
is not n-distillable for o € [—1, —%), n even.
Lemma2 Ifn € Nis even and m < n, then
1
« (- l)k =0 ifm =0ormiseven (107)
ok—m m) | <0 ifmisodd
k=m
Proof The proof follows from the identity
- n\ [k n
Zxk( >< ) = ( )xm(l + X" (108)
k) \m m

k=m

. . _ _l
Evaluating in x = —5

EEO0) -T2 005 C)
= (Z) (%)n_m (1" = =1,

and the result holds. O

(109)
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