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Motivated by the high muon momentum resolution and idertifi efficiency achiev-
able with the ATLAS detector, the observability AfH /h — p*u~ channel is explored.
The high experimental resolution in this decay mode comgtesdo some extent for the sup-
pression of the branching ratio, with respect toAtiél /h — 177~ decays. The analyses are
performed in the Higgs mass range from 100 to 500 GeV. Two miaalysis strategies are
applied - the search for the dimuon final states resultinmftioe directA/H /h production
is combined with the search for the associdibd/H /h production mode.

The studies are optimized for the early stage of data takirtg an integrated luminosity
of 30 fb~L. All results are obtained combining the fast and the fullidation of the ATLAS
detector with the nominal detector layout and the triggéciehcies included. In addition,
dedicated data samples are produced to study the impace gfillrup and cavern back-
ground on the analysis performance. The estimation of tiskdgvaund contribution from
the experimental data and the contribution of theoretindl @perimental uncertainties are
also addressed. The discovery potential is shown imtkeanf plane in context of the
m™* MSSM benchmark scenario.



1 Introduction

In the framework of the Standard Model, the observabilitythed Higgs boson in the decay channel
H — u™u~ is very unlikely, since the branching ratio for the Higgs aemto muons is very small and
the backgrounds from several Standard Model processearge |IAs opposed to the Standard Model
predictions, the decay of neutral MSSM Higgs bosAnsl andh into two muons is strongly enhanced
in the MSSM for large values of tghand can be used either as a discovery channel or for the extlus
of a large region of thena-tanf parameter space (see Ref [1]).

Compared to the dimuon channel, théH /h — 171~ decays have a substantially larger branching
ratio which scales asn;/my )2 and thus provide a promising discovery signature, as disclis Ref [2].
Nevertheless, the identification represents an experimental challenge. [Thg~ final state, on the
other hand, has the advantage of a very clear signature getketor. Furthermore, a full reconstruction
of the Higgs boson final state is possible, which allows foiraal mass measurement. The dimuon
channel provides for the most accurate Higgs boson masaineaasnt.

In this note, the potential for the discovery of the neutr&3M Higgs bosons is evaluated in the
dimuon decay channel. The study concentrates on the refjionac- tanf) plane withma >110 GeV
and intermediate tgh values between 10 and 60, which is still uncovered by thesotirexprimental
limits [3, 4]. A detailed study of the ATLAS discovery potaitfor this channel has been recently
performed in the low mass region below 130 GeV [5]. The stutjuides also higher Higgs boson
masses up to 400 GeV.

In Section 2, the relevant production and decay rates of t88M Higgs boson are briefly discussed
in the context of then™ LHC scenario [6], as well as the production mechanisms ofhgr back-
ground processes. In Section 3, the Monte Carlo simulatishdata samples used for the analysis are
described. Section 4 provides a short description of theotiet performance obtained from the simu-
lation, related to the reconstructed particles which wéllgresent in the final state. The event selection
criteria, the resulting efficiency of the signal selectiom dhe corresponding background rejection shall
be described in Section 5. Discussion of the systematicrtaioBes is presented in Section 6. Sec-
tion 7 describes the methods for the estimation of diffeteakground contributions from the the real
data. The obtained results are finally represented by tltewksy contours in thena-tanf) plane (see
Section 9). The note concludes with Section 10.

2 Signal and background processes

In this Section, the properties of the signal shall be brigélgcribed, as well as the background processes
relevant for the MSSM Higgs boson searches in the dimuon $tadé at the LHC.

2.1 Signal production and decays

The characteristic production and decay properties of &8M Higgs bosons are determined at tree-
level by the values of the two free parametersfiaand the mass of the A boson. These properties
have been calculated at NNLO with the Feynhiggs 2.6.2 packddn them™ scenario, as summarized
in Ref [1].

The directgg — A/H /h production via the gluon-gluon fusion is an analogue to ttea&ard Model
Higgs boson production. This process is important in theoregf low tang values (below 10), where the
Higgs bosons couple most strongly to up-type quarks. Fgetaralues of ta, the rate of thébA/H /h
Higgs production in association with b-quarks becomes danti due to the enhanced couplings to the
b-quarks.



There are two approaches to calculate the signal ratesd@s$ociatedbA/H /h production mode.

In the first approach, the production cross-section fogthe> bbH process has been calculated at NLO
in Ref [8,9]. This calculation is most reliable in the caseemehboth outgoing b-quarks have a high
transverse momentum (abovel5 GeV). The inclusive cross-section without any cut on thadverse
momenta of the b-quarks is less accurate, due to additiamihear logarithms which appear in the
calculation due to the presence of low-momentum b-quarksalfernative approach is the calculation
of the inclusive cross-section for the — H process, for which the collinear logarithms can be absorbed
in a parton density function for the b-quarks and resummael wrders of perturbation theory [10, 11].
This later calculation has been implemented in a paraneetnizay into the Feynhiggs package, which
was finally used for the evaluation of the signal cross-eastias mentioned previously.

The different higher-order calculations mentioned abaxetbeen extensively compared in Ref [12].
The two approaches agree within uncertainties. Foigthe: bbH calculation, the uncertainty related
to the variation of the renormalization and the factormatscale amounts to 20-30%. For thie— H
calculation, which is used for the analysis, the scale dairgy is much smaller, less than 10%. However,
it should be noted that the uncertainty on the b parton defisiiction has not been included here. In
order to estimate this pdf-uncertainty, a calculation efib — H cross-section is performed with two
different parton density functions, MRST2002 and MRST200%e observed difference e14% is
taken as the estimate of the pdf-uncertainty. Adding the $6&te uncertainty to this in quadrature, the
total theory uncertainty for the signal is estimated toJdd&% forH boson masses up to 500 GeV.

The production cross-section EfandA bosons increases approximately quadratically with irerea
ing tanB, while theh boson production is tg8-dependent only fomy <130 GeV. Also the branching
ratio of H andA boson decays intp™ u~ pairs become enhanced with increasing values gBtafhe
h boson decay is rather insensitive to the two mentioned paters1 The increase of the cross-sections
and branching ratios with tghmake theA/H /h — u*u~ decay channel a promising Higgs signature
in MSSM.

Additionally, the signal is enhanced due to the mass degeyef the neutral Higgs bosons. Far
boson massas <130 GeV, theh andA bosons are degenerate in mass, while the hebispson mass
is rather constant~{130 GeV). In case afny ~130 GeV, all three bosons have very similar masses. For
ma >130 GeV, theh boson mass reaches its maximum value-@B0 GeV, independent of thieboson
mass, while thé andH bosons become degenerate in mass. Thus the signal can Ipesobae the sum
of all two or three degenerate mass states.

2.2 Background processes

The processes with two muons in the final state, which give pmiackground contribution in the
searches for th&/H /h signal are depicted in Figure 1.

The dominant background process with a very large produate of~1 nb is the Drell-Yanz
boson production, with subsequehitiecay into two muons. The invariant dimuon mass peaks & the
resonance, such that the search forAliel /h becomes unfeasible for the Higgs masses below 100 GeV.
Even for the higher Higgs boson masses, the tail ofZhesonance still provides an overwhelming
background. The Drell-Yan background can be suppresse@duiring the presence of one or more
additional b-jets, originating from the associatag” production. The major backgrounds remaining
after this requirement are tfZeboson production in association with the light jets or Is-jgtd thett —
(W*b)(W~b) — (utvb)(u~vb) background. Thét background can be distinguished from the signal
by a higher jet activity and a large missing energy causecéyneutrinos fronW decays. Additional
background fromWWW and ZZ diboson productions is expected to be small, due to the muwekrl
production rates.
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Figure 1: Tree-level Feynman diagrams of the dominant brackgl processes with two isolated
muons in the final state: a) Drell-Yah boson production, b¥ boson production in association
with jets, c)tt production and d¥Z andWW production.q is a general symbol farandd quarks,
while Q stands for thdy andc quarks.
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3 Data samples

Two different Monte Carlo generators are used for the sigr@duction. PYTHIA 6.4 [13] has been used
to generate the diregg — ¢ — pu and associategg — bbg — bbuu processes (wher= A, H, h).

The SHERPA [14] event generator (version 1.0.9) combirldbrale associated production mechanisms,
gg — bbg, bg — b andbb — ¢, in a coherent way without double-counting. This is accaoshgld

by the CKKW algorithm [15] for the matching of the parton skewe/to the quark emission from the
matrix elements. Both generators provide leading-ordessssections, which have been rescaled to
the Feynhiggs NNLO values. The studies at the DO experimgjtjave shown that the differential
SHERPA distributions are in a good agreement with the re@ dad can simply be normalized to the
previously described inclusive higher-order cross-sesti The comparison of the samples produced by
the two generators will be described in Section 6.1. A gepefdter requiring at least two muons with
pr >5 GeV and|n| <2.7 is applied to each event for all signal data samplest #feeshowering and
before writing out the events into permanent storage. Tlkdraund samples are listed in Table 1,
together with the corresponding NLO cross-sections. Thaildeof the cross-section computation can
be found in Ref [17]. In addition to already mentioned getws the MC@NLO 3.1 [18] and AcerMC
3.4 packages [19] have been used for the event generation.

Full simulation of the detector response has been perforimedll signal and background event
topologies, within the ATHENA software framework which gsthe GEANT4 [20] package for the
description of the detector response. In addition, dueddatge background production rates, it is nec-
essary to increase the number of simulated events by medns parametrized fast detector simulation
(Atlfast [21]). The presented analyses are based on theioatidn of both simulation types. The sam-
ples obtained with the detailed simulation have been usethéotuning of the parametrized description
of the detector performance in the fast simulation. Thenmiprocedure provides a very good agreement
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with the full detector simulation. Any remaining differexxcare treated as systematic uncertainty.

Process Generator o xBR Filter Number| Simulation

[pb] | efficiency of events type
tt; 2u-filter MC@NLO 833 0.072 500 000 full sim.
tt; 1¢-filter MC@NLO 833 0.556 600 000 full sim.
(Z — pp)+0-3 light jets SHERPA 2036 0.490 5000 full sim.
(Z — pp)+1-3 b-jets SHERPA 52.3 0.914 5000 full sim.
bb(Z — pu) AcerMC/PYTHIA 45 0.788 280 000 full sim.
ZZ — bbuu PYTHIA 0.151 0.724 10 000 full sim.
WW PYTHIA 116.8 0.35 50 000 full sim.
tt, no filter MC@NLO 833.0 1.0 | 100 000 000 Atlfast
(Z — pp)+0-3 light jets SHERPA 1165.9 0.855| 30000 000 Atlfast
(Z — pp)+0-3 b-jets SHERPA 52.3 0.914 1 000 000 Atlfast

Table 1: Background data samples with corresponding NL@sesections.

All mentioned data samples have been simulated assumirgdheno additiongbp-interactions per
event. However, at luminosities of ¥ocm~2s 1 one expects to have 2-3 such pile-up interactions super-
imposed to the hard scattering. In addition, the neutrorpéiodon background of the muon spectrometer
(so called cavern background) may increase the muon triggerand degrade the muon reconstruction
performance [22]. In order to study the impact of the pileamal cavern background on the analysis
performance, dedicatdabA, tt andZbb data samples have been simulated with the realistic pilenap
cavern background contribution. The simulated cavern dgracind is assumed to be five times higher
than the prediction of GCALOR [23] and FLUKA [24] simulatisnto account for the uncertainty of the
calculation.

4 Detector performance

A detailed description of the ATLAS detector and its perfarmoe is given in Ref [25]. The details of
the detector layout, the software framework used for the tél@arlo production, as well as the details
of the reconstruction of fully simulated events can be foumef [26]. In this Section, the performance
of the reconstruction algorithms is shortly described,cemtrating on the key objects for the analyses:
muon identification and momentum measurement, jet reamigin, b-tagging and the measurement
of the missing transverse energgs). First, the results obtained in absence of pile-up androave
background in the detector are shown. These are subseggentpared to the results obtained when
both pile-up and cavern background are taken into account.

4.1 Reconstruction performance without pile-up and caverrbackground

In ATLAS, the muon reconstruction is performed by combinihg information of the muon spectrom-
eter and the inner detector. Staco and MuTag [22] recorigirupackages are used for the study. The
average muon reconstruction efficiency is (92:034)%. This is reduced to (95.440.05)% if a match
between the muon spectrometer track and the inner deteatde is required. The momentum resolu-
tion of low-pr muons is mostly dominated by the inner detector performanbde the highpt muon
reconstruction is more sensitive to the muon spectrometéopnance. The average muon momentum
resolution is better than 3%, which allows for an excelléniuwbn mass resolution, as shown in Figure 2



for the A-boson ina=200 GeV) produced via the associat#h and the direcgg — A production mode.
As expected, the experimental dimuon mass resolution daedepend on the Higgs production mode.
Table 2 summarizes the dimuon mass resolutions obtainetifferent A boson masses.
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Figure 2: Dimuon mass distribution for thbA andgg — A sighal samples with aA boson mass
of 200 GeV and tafi=30. The distributions are fitted by the Gauss function.

A boson mass (GeV)
(GeV) 110 130 150 200 300 400
Natural width 2.16 2.48 2.80 3.60 5.61 8.46
Reconstructed || 2.59+ 0.02 | 3.83+ 0.03 | 4.11+ 0.04 | 6.29+ 0.05| 10.2+ 0.2 | 15.0+ 0.3
Reconstructed 109.818 129.738 149.796 199.589 298.82 399.37
mass + 0.006 + 0.005 + 0.006 + 0.005 +0.04 + 0.04

Table 2: The natural width of th& boson and the expected width of the dimuon resonance based
on Monte Carlo simulated data are shown for Hiid\ signal at different mass points and with
tanB=30.

Characteristic of thbbA signal are the b-jets with generally rather low transversenenta, as shown
in Figure 3(a). Since the efficiency of the b-jet reconstarcidecreases with thpr, the number of
reconstructed b-jets will in general be smaller for the aidhan for thett or ZZ — bbu p backgrounds,
where the b-jets are more energetic (see Figure 3(b)). Aleetstudy was performed to identify the
optimum b-jet selection criteria. The best jet reconstancperformance is observed for the jet cone
algorithms with the cone size &R = \/An?+ A¢@? = 0.4, compatible with the performance of tke
algorithm for the same cone size. After a jetis selected sarieed, the b-tagging algorithm is performed
to determine whether the jet originates from the b-quarle mimimumpr value of 20 GeV is required
for each b-jet in order to reduce the contribution of the galeter noise and of the mistagged light-
or c-jets. The rejection of light- and c-jets is essentialtfee suppression of thé + jet background.
One could extend the lowerr-bound down to~15 GeV without a large change of the rejection rate.
However, the impact on the final signal significance will binea small, while the agreement between
the full and the fast simulation is shown to decrease.

Several b-tagging algorithms have been studied in ordeefioelthe optimum selection of the low-
pr b-jets coming from the signal. The best rejection is obthimg IP3DSV1 [27], which is based on the

7



2 7 ‘a)‘ RTCAS T 2 1'0;b)‘ L T T S
=] : =1 = -
e} L —e— bDbA, m, = 200 GeV | e} —e— hbA, m, = 200 GeV
° ° [ 7
(9} [ 7 [}
N - 4 N ~
S , ] =T
g 0.10r it ] g [ i ]
5 [ (w0 Zbb s . | Zbb
2 - . 2 o5 =
Foole, e zz e R zz |
0.05[~ = 1
7;-. n n n L L L \l n n Y‘ o PR a— \ |
0.0% 50 100 150 0% 4 6 8 10
p,(b-jet) (GeV) N(b-jet)

Figure 3: a) Transverse momentysn of the b-jets in théobA signal and the dominant background
processes and b) the number of reconstructed b-jets pet: @denselection criteria for the b-jets
are described in the text.

information obtained from the transverse and longitudimglact parameter significances of the tracks
and from the reconstructed secondary vertex. The distoibwf the b-tagging weight obtained by this
algorithm is shown in Figure 4 for the b-jets and the lightjit the bbA signal sample at 200 GeV
and in thett background sample. The arrow indicates the optimum cuevafut. Figure 5 shows the
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3D impact parameter + secondary vertex weight, IP3DSV1

Figure 4. Distribution of the b-tagging weight for the bgetnd the light jets in thebA signal
andtt background sample, obtained by the IP3DSV1 b-tagging ilhgor The arrow indicates
the optimum cut value of 4, which is used for the selectiorhefli-jets in the analyses.

obtained b-tagging efficiency for tHibA signal sample, in dependence on the bEgi{Figure 5a)) and
n (Figure 5b)). The kinematic cuts @ >20 GeV andn| < 2.5, as well as the IP3DSV1 weight-cut
of 4 have been applied for the b-jet selection. The resultitagging efficiency is (6440.81)% for the
bbA signal sample, with a light-jet rejection of (8Q) for theZ + jet sample. Systematic detector-related
uncertainties are not included here.

The final important reconstruction object is the missingdrarse energ;E@‘SS), which allows for
the suppression of thé background. In the signal processes, there is no neutrintilsotion, such that
the measureE?m value is dominated by the experimental resolution. Thensiraction algorithm for
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Figure 5: B-tagging efficiency in dependence of b-jet transe energ¥r (a) and pseudorapidity
n (b), evaluated for thbA signal sample ain, =200 GeV and tafg =30. IP3DSV1 b-tagging
weight cut of>4 has been applied.

the calculation of the missing transverse energy is destrib detail in Ref [28]. The distributions of
E?“(')’fy) components in the signal samples have a Gaussian part witlttaaw=(7.8£0.1) GeV, while the
non-Gaussian tails (aboverhare found to contribute less than 1.5% to the overall distion. EMS is

sensitive to pile-up effects, as will be described in thet sebsection.

4.2 Reconstruction performance under influence of pile-up ad cavern background

In the following, the detector performance related to thalysis is evaluated in dependence on the pile-
up at luminosities of 13 cm~2s~! and cavern background (five times higher than the expenjatia
Figure 6(left), the efficiency and the fake rate of the muaronstruction is shown for thiBbA signal
sample simulated without and with the pile-up contributema function of the pseudorapidity. The
corresponding momentum resolution is shown in Figure 6die)d Similar results are obtained also
for the background samples. As can be seen from the plotsn meamnstruction is only marginally
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Figure 6: Efficiency and the fake rate (left) and resolutionddle) of the muon reconstruction as
a function of than| (for pr >20 GeV), with and without the pile-up contribution in thieA signal
sample withma=200 /GeV. The right plot shows the corresponding dimuonsnaiéstribution.

influenced by pile-up. Consequently, the dimuon invariaassnalso remains unaffected, as shown in
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Figure 6(right) formy=200 GeV.

On the contrary, the reconstruction of the missing trarsevenergy is substantially affected by pile-
up in the calorimeter. The degradation of #Bg'S-resolution mainly affects the selection of events
with a small true missing energy (signal and théackground) as shown in Figure 7(left}; events,
characterized by a large missing energy, are rather irnt8enso pile-up (see Figure 7(right)). This

L T 8000 T A A T ATAS
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107 % Wi presup -©- with pile-up
S 0.05

103

10*

| ; 0. -
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Figure 7: Missing transverse energy distribution for ki signal at 200 GeV (left) and thié
background (right),with and without pile-up.

effect must be taken into account during the optimizatiothefevent selection criteria. For instance, an
event selection cut zﬁ?“ss <30 GeV, which is reasonable without pile-up, would reject imany signal
events, once the pile-up contribution is included. Theeefthis analysis cut should rather be set to at
least 40 GeV in the realistic LHC environment.

The change of the calorimeter response under the influengitealip affects also the jet reconstruc-
tion. Due to a higher calorimeter activity, one expects amease in the number of reconstructed jets.
This can be observed in Figure 8(left), showing the jet mplidiity in the Zbb background events.
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Figure 8: Total number of jets per event (left) and the nundfds-jets (right) in thezbb back-
ground sample, with and without the pile-up contribution.

No significant impact of the pile-up is observed on the b-iagdsee Figure 8(right)), due to the
additional tracking and vertex information.
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5 Event selection

The search for the MSSM Higgs bosons can be performed byaaliferent approaches, related to the
number of jets one requires to be present in the final statené#ioned before, due to a large signal
production rate in the associated production mode, theepoesof the b-jets in the final state can help
to suppress the Drell-Yan background. On the contrary,éheiming events with 0 b-jets provide for a
high signal rate on top of the smoothly distributed backgdyieven at low integrated luminosity.

The event selection methods are optimized separately éamtb cases:

e Signatures with O b-jets in the final state.

e Signatures with at least one b-jet in the final state.

The two mentioned final states are uncorrelated and therefmmplementary. In the case of 0 b-
jets in the final state, the dominant background is the Dfai-Z boson production, while in the case
of at least one b-jet the background has the biggest contribution, especially faggslimasses above
130 GeV, which are further away from tleresonance.

Before describing the selection criteria, the preselactibthe events is discussed, common to the
two signatures above. The preselection is defined by theriatie cuts on muomy and|n|, together
with the muon isolation criteria.

5.1 Preselection

The main characteristics of the signal signatures is thegmiee of two isolated muons of opposite charge
in the final state. Ther-distribution of the muons is shown in Figure 9 for the sigaiatl background
processes. The signal is characterized by the relativgly-pi muons, while the background has muons

o1 T T T UATLAS T
2 0.16F —e— bbA,m, =110GeV
ht - —e— bbA, m, =200 GeV ]
© 0.14 —=— bbA,m, =300GeV
= 0.12E —3— bbA, m, =400 GeV ]
e - Z+light jets 3
§ 0.105— _E
0.08:— ------------ E
0.06 =
0.04F id " 8 Lo —
0.02F E

0.005-

Figure 9: Distribution of the muon transverse momentpmfor the muons in the signal and
background events.
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of lower momenta. The muopy distribution in the signal is highly correlated to the Higgsson mass.
Therefore, the lower bound on the muepn is kept at a relatively low value, in order to allow for a
general search in a broad Higgs mass range. At preseleetieh both muons are required to have a
pr >20 GeV and to be in the pseudorapidity range<2.7.

The selected higlpr muons are required to be isolated, in order to reject thegss®s in which the
muons originate from the hadronic decays. The appliedtisolariteria require the calorimeter energy
Er deposited in a cone of siz&8R = 0.4 around a given muon, divided by the mupn to be lower
than 0.2. The distribution of this isolation variable is wimoin Figure 10(left) for different signal and
background processes.
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Figure 10: (left) Muon isolation variablE$"04 /pr (i), shown for different signal and back-
ground processes. Here, té"4 is the energy measured in the calorimeters in abRe= 0.4
around a given muon. (right) Rejection of the non-isolatecdns originating from the b-quarks
in tt events as a function of the selection efficiency for isolatesns, shown for the two isolation
variables described in the text. The filled circle indicatesworking point with the isolation cut
atESnO4 /nr(u) <0.2 .

The isolation criteria significantly decrease théackground, where one of the muons comes from
the b-decays. The power of rejection of the non-isolated mawriginating from the b-quarks in the
tt background is shown in Figure 10(right) for the standardrmleter isolation E"04), and for the
isolation normalized by the muaqpy .

Due to the high muon momenta, the signal can be efficientygéred by the single highr muon
trigger. The efficiency of the trigger selection for the donusignal events is shown to be around 95%
for all studied mass points. The detailed study of the triggéection efficiency for events which pass all
offline event selection criteria will be presented in Set®a3. In the following, the results of the event
selection without the trigger requirement are presentditsat

5.2 Signatures with 0 b-jets and with at least one b-jet in thdinal state

The largeZ boson background contribution can be reduced by requihiagthe jets which are present
in the final state are tagged as b-jets. Therefore, assuminify performing b-tagging algorithm, the
following set of selection criteria can be applied:

e Events are required to pass the preselection criteria arftate a missing transverse energy
EMSS <40 GeV. This cut is particularly effective in rejecting tteandWW background, which
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are characterized by a high missing energy due to the presgmeeutrinos in the final state (see
Figure 11(left)).

z f ATLAS ] z 1f T TATLAS £ ATLAS " ']
5 035 E 5 F bbA, m, =200Gev ] > I ]
o 5 —e— bbA, m, =200GeV ] o i P it ] 2 r —— bbA,m, =200 GeV |

3 0.30F < Z+light jets E T 10k 8 Zrbjets ] 3 . Z+light jets
[ 4 N Relng —
= Z+b jets E N 3 | - Z4 b jets ]
i tt b g E I t ]

1 € r S
- 0.6~ 2z N
\ZNZW ] 2 0% E = [ e WW ]
0.4 T
E 10%¢ E r 1
E | 0.2+ e ]
106l 3

s e evroseid I SRS S S | | ]
100 150 . 200 % 2 4 6 8 10
EFT"‘ss (GeV) IP3DSV1 weight Number of b-jets / event

Figure 11: (left) Missing transverse energy, (middle)rdisttion of the b-tagging IP3DSV1 weight
after requiringpr >20 GeV andn| <2.5 and (right) the multiplicity of reconstructed b-jets pe
event, after applying thpr - andn-cuts and requiring the b-tagging IP3DSV1 weight greatanth

4. Distributions for thebbA signal fna=200 GeV) and for the major background processes are
shown. Arrows indicate the cuts applied in the analysis.

e Subsequently, the number of b-jets is counted in each esexniiring pr >20 GeV,|n| <2.5 and
the b-tagging IP3DSV1 weight greater than 4. The distrioutdf the b-tagging weights before
and the b-jet multiplicity after applying the weight-cueahown in Figure 11. As shown in the
middle plot, the b-tagging weight is effective in reducihg background frord +light jets, at the
expense of a significant loss of the signal. This cut is staeféective against thé background,
which, however, can be reduced by the additional cuts dssclbelow. Therefore, the analysis
is divided into a channel with O b-jets (in which tEebackground is dominant) and the channel
with at least one b-jet (in which thig background plays an important role and can be further
suppressed).

e Furthertt rejection criteria have been studied for the channel witkagt one b-jet.

— Two muons originating from the decay of the same particlg@diboson) tend to be emitted
back-to-back, especially if this particle has a low tramsgenomentum. As opposed to that,
the muons originating from the two different particles (ashiett events) are not correlated
and can be separated by any angle. Therefore, the cut iedpplithe anglég,, between
the two muons by requiringsinAg,,| <0.75. The sinAg,,| distributions for the signal and
background processes are shown in Figure 12(a).

— In addition, several discriminating variables relatedhitadronic activity in the events have
been studied: ther distribution of the b-jets, the number of jets per event, sum of the
transverse momenta of all jets in the evenpt™). The distributions of two of these variables
are shown in Figure 12b) and c). The latter is shown to prothidehighest rejection against
thett background, while at the same time remaining relativelysolinder the the influence
of pile-up. A cut aty pi* <90 GeV is required.

e The final number of events which is used for the calculatiothef signal significances is eval-
uated in a mass windoWwm=ma+20;,,, around theA boson mass, wheregy,, is the expected
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S p‘TaS-distribution for the signal and background processesowsrindicate the cuts applied in

the analysis.

ma-dependent width of the dimuon resonance (see Table 2).

The signal and background event rates after each of the estsided above are shown in Tables 3 and 4.

Cut bbA (fh) bbA (Tb) bbA (Th) bbA (Th) bbA (D) | gg — A (fb)
130 GeV 150 GeV 200 GeV 300 GeV 400 GV 200 GeV
All events 13.410" 8.7.10t 31.510° 6.910° 19.3101 32.3101

muon preselectior] 8.8(2)101  5.9(1)10! 22.3(3)10° 5.0(1)10° 14.4(3)10°1 | 28.6(3)10°1
EP'SS<40GeV | 8.3(2)100  5.4(1)10 20.3(2)1° 4401 11.7(2)10°1 | 25.9(3)10°1
nr. of b-jets=0[| 6.6(1)10" 4.3(1)10" 15.5(2)1° 31.6(8)10 1 8.2(2)10 1 | 25.1(3)10°1
Am || 5.6(1)10! 34.1(8)10° 128.0(1)10°1 26.4(8)10°1  6.9(2)10°1 | 204.2(1)102

nr. of bjets>1 || 16.2(7)10°  11.2(5)10° 4.8(1)1°F 12.1(5)101  3.5(1)101 8.2(5)10°°
|sinA@uu| <0.75 || 11.7(6)10°  8.3(4)10° 401 1075201 3.2(1)101 4.8(4)102
spP<90Gev | 93P  65@3)1F 2.9(1)10° 714101 1.7)101 2.0(3)102

Am || 83(5)10° 53(3)10° 23.9(8)101 5.9(4)101 14.8(8)102 1.7(3)10°2

Table 3: 0 x BR for the signal processes at {3n30 after each selection cut. Numbers in brackets
represent the statistical error on the last digit.

A signal selection efficiency of 7-10% is reached for the clghnvith at least one b-jet in the final
state. The dominant background processes are almost\eth@l + jet and thett events. The signal
events are mainly lost due to the limited b-jet reconstaicefficiency, as discussed previously. This is
in agreement with a much larger signal selection efficierfa$0e50% in the case of the channel with O
b-jets. Here, th& background is observed to have a dominant contribution.ififaiant dimuon mass
distributions obtained for the two channels are shown ifed.3.

In the initial phase of the detector running, the b-taggilggEthms still may not have the optimum
performance. Therefore, the discovery potential has aso levaluated for the case where no b-tagging
requirement is imposed on the reconstructed jets. Due tlatheZ background, the signatures with no
b-tagging requirement will provide a similar discovery grfal as the analysis with 0 b-jets in the final
state.
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Cut Z+light jet Z+bje tt  ZZ— bbuu wWw Total

(fo) (fo) (fb) (fb) (fb)

All events 2036.010° 52.310° 833.010° 151.0 116.810°

muon preselection)| 727.7(2)10° 333.8(4)10*  57.6(1)10° 61.3(8)10°  6.7(2)1C?

EMSS <40 GeV || 726.2(2)10° 330.1(4)10°7 132.7(6)10"  56.1(8)1C°  3.0(2)107

nr. of b-jets=0|| 710.7(2)10° 242.310° 25.6(3)10" 22.3(5)10° 2.9(2)1C?
Am(130 GeV) || 35.4(1)10? 8.8(2)10'  20.2(8)10° 1.5(4)10°1  1.8(4)10' | 3.7(1)10°
Am (150 GeV) || 152.5(8)10" 3.4(1)100 16.0(7)10° 0.7(3)10°1  2.6(5)10 | 15.9(1)1C?
Am (200 GeV) || 58.9(5)10" 8.4(7y1®  11.6(6)1° 0.6(1)10°1 1.6(3)10! | 62.5(6)10!
Am (300 GeV) | 18.1(3)10! 1.8(3)10° 5.1(4)2°® 0.1(1)101  0.2(2)10 | 19.0(4)10
Am (400 GeV) 7.8(2)10 0.8(2)10° 2.0(2y1°  0.1(1)101 0.2(2)10! | 8.4(3)10t

nr. of b-jets>1 || 154.9(3)10° 87.7(2)10° 107.1(6)10' 33.8(6)10° 0.6(2)10!

|sindguu| <0.75 ||  84.3(2)107  49.8(2)10°  61.7(4)10'  19.0(5)10°  0.3(2)10"

sp**<90Gev | 44.31)17  33.0(1)1C? 8.9(2)10' 10.7(3)10°  0.3(2)10!
Am (130 GeV) 3.1(1)10t  15.1(9)10° 77502  0.73)10°  <0.71® | 5.5(2)10!
Am(150 GeV) | 14.8(8)1C° 6.0(6)10° 6.2(4)10°  0.2(1)101  <0.7.12° | 2.8(1)10!
Am (200 GeV) 6.7(5)10° 2.0(3)10° 58(4)10° <0.110!  <0.71° | 1.5(1)10!
Am (300 GeV) 2.2(3)10° 0.6(2)1° 2.33)1° <0.110!  <0.71® | 5.8(8)1°
Am (400 GeV) 1.1(2)10° 0.1(1)1c° 0411 01110t <071 | 2.3(7)d

Table 4: 0 x BRfor the background processes obtained after each evewtiealeut. The upper limits
are evaluated at 90% CL. Numbers in brackets representdtistisgl error on the last digit.
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Figure 13: Invariant dimuon mass distributions of the maiokgrounds and tha boson signal
at massesna=150, 200 and 300 GeV and tBn= 30, obtained for the integrated luminosity of
30 fb~! . B-tagging has been applied for the event selection. Thdyatmn rates oH andA
bosons have been added together. a) for the 0 b-jet finalastdtb) for the final state with at least
1 b-jet.

5.3 Trigger selection

Previously calculated event selection efficiencies haen lmbtained assuming that each analysed event
can be triggered. In this Section, a realistic trigger dpsion is included to evaluate the effect of the
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limited trigger efficiency on the final event selection.

Since the signal processes are characterized by the twephighuons in the final state (see Fig-
ure 9), the most reliable trigger item is a single high-muon with pt >20 GeV. The single-muon
trigger efficiency is mostly limited by the geometrical go@ce of the trigger chambers in the muon
spectrometer, as discussed in detail in [29]. The efficiesfcthe trigger selection for events passing
all previously described event selection criteria is shawiiable 5 for the signal at 200 GeV and for
the background samples. A very similar trigger selectiditiehcy can be observed for all signal and

Dataset L1 | High level trigger
bbA, 200 GeV | 97.2 95.0
tt 97.1 95.1
bbz 97.1 94.8

Table 5: Trigger selection efficiency (%) of events whichgualsevent selection criteria described
in Section 5.2. The results are listed for the signal andwlweldackground processes.

background samples. The relatively high final trigger dedacefficiency of~95% corresponds to the
decrease of the signal significance by 2-3% compared to #véquisly shown results. It has been shown
that the observed efficiencies are effectively stable toval lef about+0.5% at any level of the event
selection, since the selection criteria are not affectmg muon kinematics. Furthermore, the trigger
selection does not induce any bias to the dimuon invariassrdestribution.

The studies described above have been performed undersiimapison that the trigger threshold for
a single highpr muon is 20 GeV. If this threshold should be higher, some ofsigaal events might
be lost by the trigger selection. In order to evaluate theisigity of the signal selection on the varying
trigger thresholds, a dedicated study has been performed.thigger thresholds of 20, 26 and 30 GeV
are emulated by the requirement that at least one recotesdrowion with gt above the given threshold
exists in the event. This muon is also required to have a rimagdhl region-of-interest in the muon
spectrometer, in order to take into account the holes in doengtrical trigger acceptance. The trigger
selection efficiencies for the new trigger thresholds amshin Figure 14 for events remaining after
each of the analysis cuts applied on bb& signal with massna=200 GeV. No visible degradation of the
final signal selection is observed for the trigger threshaldations of up to 30 GeV. Similar behavior
is observed also for the signal at other mass points. Thidtresn be explained by a rather high muon
momenta in the signal samples, such that there is only a $raatlon of signal events in which both
muons have g below 30 GeV. The dependence of thendZbb background selection on the trigger
threshold of up to 30 GeV is shown to be smaller than 2% afterallysis cuts.

6 Systematic uncertainties

Several sources of systematic uncertainties can affedibthkyields of both the signal and the back-
ground events after applying the selection criteria spetifn the previous Section. In this Section, the
influence of the theoretical and the detector-related syatie uncertainties is evaluated.

6.1 Theoretical uncertainties

As mentioned previously, the Higgs boson production in @ission with the b-quarks has been simu-
lated with PYTHIA and SHERPA Monte Carlo generators and thiaioed differential distributions are
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Figure 14: Trigger selection efficiency of thubA signal eventsria=200 GeV) in dependence
on the offline analysis selection. Different curves showrdslts obtained for different trigger
thresholds.

scaled to the Feynhiggs NNLO cross-sections. It is impotmnemark that no cuts have been applied
on the transverse momenta of the generated b-quarks, $gmtha event topologies with less than two

observed b-jets are studied in the presented analyses.ut§oing b-quark can be considered as observ-
able if its momentum is above15 GeV). Therefore, the corresponding NNLO cross-sectidss have

to be calculated in an inclusive way, with no constraintshekinematics of the b-quarks.

As discussed in Section 2, the total theoretical uncestaintthe inclusive cross-section amounts to
~17%, depending on the Higgs boson mass. In addition, sireexperimental search distinguishes
between the final states with 0 and those with 1 or more b-jeith (or >20 GeV), it is important to
show that the proportion between the mentioned differeahetopologies which is obtained from the
Monte Carlo generators also agrees with theory predicti&ios this purpose, the fraction of generated
events is calculated which haegactly one b-quark withpr >15 GeV andn| <2.5 in the final state
(before hadronization). This number is then compared todtie of the MCFM cross-section calculated
for thebg — bH process with the same cuts on the b-quarks, divided by thesine cross-section. The
result of the comparison is shown in Figure 15, being conipar the 20% uncertainty. The SHERPA
prediction is about 20% higher than PYTHIA and agrees betitr the theory calculation with the
MRST2004 pdf set. The MRST2002 pdf set gives a better cotmptiwith PYTHIA. Taking into
account the theory uncertainties mentioned above, onearariucle that the samples produced with both
generators can reproduce the NLO predictions from a singjeaok rate.

The observed differences between SHERPA and PYTHIA arblgisilso in the differential b-quark
distributions. The differentigbt andn-distributions of the leading b-quark, as obtained by thd AWM
and SHERPA generators are compared in Figure 16 for thelsigrihe mass of 200 GeV. The com-
parison is performed on a parton level, before hadronizatiy slightly harder transverse momentum
spectrum and a more central pseudorapidity of the b-quarkbksgerved in the SHERPA events.
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6.2 Detector-related systematic uncertainties

Systematic uncertainties related to the muon and the jenstiaiction, as well as the uncertainties on
the b-tagging performance have been evaluated with ratmerecvative estimates on the level of under-
standing of the detector performance. This level is assumedrrespond approximately to an integrated
luminosity of 1 fo1. For each of the above effects, the corresponding chande sétonstructed miss-
ing transverse energy is taken into account. Further mgigematic effects due to the differences
between the fast and the full simulation are taken into agcby means of the comparison between the
full and fast simulation.
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Muon reconstruction uncertainties are treated separately for the reconstruaificiency, muon
momentum resolution and the muon momentum scale. The efficief the muon identification is
assumed to be known with an accuracytd%, based on the results of the tag-and-probe method for the
muon efficiency measurement from the real data [30]. Sydieraeors of the muon momentum scale
are taken to be-1%, arising for instance from the non-perfect knowledgehef thagnetic field. The
incomplete understanding of the material distributiorsida the detector, as well as possible residual
detector misalignment can lead to an additional smearinfpe@imuon momentum resolution. Based
on early detector calibration, the additional smearingxigeeted to beo(ﬁ) = %11@0.00017 (in
1/(GeV)). The first term enhances the effect of the Coulonaitsdng, while the second enhances the
contribution from the misalignment.

Jet reconstruction uncertainties are estimated by the jet performance grobp [ the pseudo-
rapidity region belown|=3.2, the jet energy scale uncertainty-68% and a resolution uncertainty of
o(E) = 0.45./E are assumed. F¢n| >3.2, the corresponding values ar@0% ando (E) = 0.63-/E
respectively.

b-tagging efficiency and the fake rate are crucial for the describedyaiza Conservative relative
uncertainty of+5% on the b-tagging efficiency antd10% uncertainty on the rejection of the light jets
have been assumed.

The results obtained after implementing each of the abostesatic uncertainties separately into
the analysis are shown in Table 6 for the signalmt150 GeV and for the backgrounds within the
corresponding mass window. Signals at different mass pairg affected by a similar amount. The

| Systematic uncertainty [%]] Signal| tt | Z+ b jet | Z+light jet |

Muon efficiency +2 | +1 +2 +2
Muon py scale +2 | +3 +3 +5
Muon resolution -2 -4 3 3
Jet energy scale +1| +5 +2 +2
Jet energy resolution -1 -3 -1 -1
b-tagging efficiency +4 | +3 +4 +2
b-tagging fake rate +1| +0 +0 +6
Full-Atlfast corrections 0| +8 -10 +5
| Total | 5| +12| +12] +11 |

Table 6: Relative deviation of the selection efficiency in@bthe signal ana=150 GeV and for
the background events after imposing each of the systemnatiertainties separately, as described
in the text. The total deviation is given as quadratic surrhefdeparate contributions, including
the one-sided corrections.

background uncertainties are also rather independenéafithuon mass region, but from one exception.
The muon momentum scale mostly affects the background idotlier mass region, close to th#
resonance, while the deviations become smaller for theehigignal masses, i.e. one obseruekl %,
+5% and+3% for the Higgs masses of 110, 130 and 200 GeV respectively.

7 Background estimation based on the measured data

As previously discussed, theoretical and experimentagtdaimties can lead to systematic errors in de-
termination of the background rates. Additional inforroaton the shape and the size of the background
contributions can be collected from the real data. As shogfark, two major backgrounds surviving all
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event selection criteria are t@et- jet and thett processes. Two strategies to estimate their contributions
from the measured data shall now be described.

The first method makes use of the fact that the branching fati®\/H boson decays into two
electrons is negligible compared to the dimuon decay cHanhkeerefore, since one doesn’t expect
any signal in the dielectron final state, one can use thisasige to determine the total background
contribution. Additionally, the signatures with one etect and one muon in the final state provide
the contribution of thet background alone, since tife+ jet processes do not contribute to this final
state. Thus, one can separately measure the two backgrouniribations. The background estimation
based on the"e -channel has been discussed in detail in [31]. Good agregmasrbeen demonstrated
between the dilepton invariant mass distributions forzhe uu and theZ — ee processes. In this paper,
the emphasis is given to a similar procedure for the detextisin of thett background.

The goal of the second method is to define a set of event smiectiteria which allow for the
higher selection efficiency for the particular backgrounocpss, while simultaneously rejecting all other
signal and background contributions. Such backgrounitieed control sample can be used to better
understand the shape of the invariant dimuon mass distibut

7.1 Background estimation based on thete~ and u*eT signatures

The estimation of thét background is important for the analysis channel with astleae b-jet in the
final state. A study is performed using fast simulation oftthieackground, in order to obtain a reliable
statistical accuracy. The detector performance given byfdlst simulation has been adjusted such to
reproduce the performance obtained with the full simutat@s mentioned previously. Based on the
studies in [31], the shape of the dilepton invariant massibigion obtained for thea™u—, e"e~ and
u*et final state in thet process are expected to be very similar. The total numbesakdyound events
selected in each of the three final states will be differemt tdudifferent reconstruction efficiencies for
muons and electrons. However, since these efficienciesecarderimentally measured with an accuracy
of better than 1%, this effect can be corrected for rathesipety. Additional differences may occur due
to an additional calorimeter activity in presence of eleat. This can be taken into account by rejecting
all reconstructed jets which overlap with reconstructexttedbns.
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Figure 17: (a) Theu* u~ invariant mass distribution (stars) of tttebackground, and its estimates
obtained from thes" e~ (triangles) andu™eT (full circles) final states. (b) Corresponding ratios
of estimated and actual* 1~ invariant mass distributions.
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Figure 17(a) shows the invariant mass distributions obthifor theu* u—, ete~ and u*e™ final
states intt events. The dielectron distribution has been scaled dowa tagtor 0.84, to account for
the difference between the electron and muon reconstruefficiency. Similarly, theu*e-distribution
has been scaled down by &.6.84. Figure 17(b) shows the corresponding ratios of estichand actual
putu~ invariant mass distribution. The subtraction of fhée™ sample from the total background is
illustrated in Figure 18 forZ =30 fb1, for the analysis requiring identification of at least onjeto-
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Figure 18: Invariant dimuon mass as in Figure 13(b), aftersthbtraction of thét background
estimated in theu*eT final state. The distributions correspond to an integratedinosity of
Z =301fbL.

7.2 Background estimation from the control samples

In analyses with O b-jets in the final state the dominant bamkud is theZ + jet process. Since the
topology of this process is very similar to the signal toggloit is rather difficult to define a set of
selection criteria which would allow for the extraction betZ background and simultaneous rejection
of the signal.

Contrary to that, thét process is characterized by a relatively high missing trense energy and a
high jet activity. Since this background is important foe tmalysis with at least one jet in the final state,
the event selection criteria of this analysis are modifiedddgcting only events with a missing transverse
energy above 60 GeV and by removing the cut onzr[éa—variable. All other selection criteria remain
the same. The purity of thi control sample obtained after the described event sefe@ishown in
Figure 19(a). All remaining processes are suppressed talayide amount. Figures 19(b) and (c)
show thett background obtained with the selection criteria descrime8ection 5.2 for at least one
b-jet in the final statet{ measured) compared to the distribution obtained fromtttte@ntrol sample.
Both distributions are normalized to the same number oftsvdfhe shape of thié background can be
estimated by the described procedure with an accuracy 8D%0-

7.3 Fitfunction for the parametrization of the background

The background can be parametrized by the functipoonsisting of a Breit-Wigner and an exponential
contribution,

a
fg(X) = —-
80 =3 (X2 —M2) +M2r

2 +a2-exp(—a3-x) ) (1)
A
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Figure 19: (aJt control sample (stacked histogram) obtained as descnibieoti. Full circles indi-
cate the actually measured p~ invariant mass distribution for thé background, after applying
the standard analysis selection cuts. (b) The measuréddaifities) and the contrdt distributions
(open squares), normalized to the same number of eveniBhéaatio of normalized distributions
from (b).

wherex is the running dimuon mass, whi&g, a, andas are the free parametrization parameters. The
meanMz and the widthz of the Breit-Wigner distribution describe tleresonance. The parameters
ap 3 describing the exponential part can be determined by the tive background estimated from data,
as described in the previous subsection. The overall narat@n factora; is determined by the fit on
the side bands of the dimuon mass distribution. Figure 2@/shibe result of the fit on the background
distribution obtained after all analysis cuts for the cagih &t least one b-jet in the final state. The
two dashed lines correspond to the errors onghgparameters, as obtained from tee™ data at an
integrated luminosity of 10 fbt.
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Figure 20: Fit (full line) of the background functidig.g (see Eq. 1) on the background distribution
(full circles) resulting from the analysis with at least dmget in the final state. The dashed lines
represent the shape variations given by the errors oagth@daz parameters, from the fit on the

ete data.

The accuracy of the background parametrization by the ibegstmethod has been tested by means
of large number of toy Monte Carlo experiments at differeégrated luminositie¥’. Typical results

22



of the background extraction in the mass window from 188-@&¥ are shown in Figure 21 for an inte-
grated luminosity of 15 fb! (left) and 3 b ? (right). The empirically evaluated expected uncertairity o
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Figure 21: Normalized difference of the expected numberagkground eventsBK Gepected) in
the mass window from 188-212 GeV, and the numii¥ G+ii;q) Obtained from the fit method
described in the text (left) for an integrated luminosity=d56 fb! and (b) =3 fio L.

the background determination from the fit to data-B%/\/.Z[fb~1]. The variation of the exponential
shape, due to the errors on the fit paramedg@ndag, plays a non-marginal role only for dimuon masses
above 300 GeV, decreasing the relative uncertainty10%//.Z[fb~1]. Conservatively the latter ex-
pression will be used in the analyses discussed below. &ifitibrocedure has been performed also for
the analysis with 0 b-jets in the final state. Due to the laageount of background, a smaller background
uncertainty of~2%/./.Z[fb~1] can be obtained in this case, including the systematic taiogr on the
shape parametees andas.

8 Evaluation of the signal significance

Two approaches have been applied to evaluate the stdtisitigaficance of the observed signal. The
"fixed mass” approach provides the significance based onuh®ar of signal and background events
which are expected in a given range of the dimuon invariargsmalowever, the location of the signal
mass peak can be determined only if the signal rates areisaffichigh, or if the signal is already
discovered in thé/H /h— 1T decay channel. In a more general "floating mass” approactomstraints
are applied on the dimuon invariant mass.

The number of signal and background events can be deterrfrioidthe fit of the functionfsg to
the data,

1 (x—p2)2>
fs(X) =po-fe+p1-fs=po-fe+pr- ——-exp | ——Z |, 2
s8(X)=po-fe+p1-fs=po- fa+ p1 oo p< 202 (2

where fs is the Gaussian distribution describing the signp}. is the mass of the signal (which can
be fixed or left as a free, "floating” parameter) aog is the width of the Higgs resonancey is the
background scale angh the total number of signal events. The number of sighig) &nd background
(NB) events used for the calculation of the signal significasoexiracted from the fit, by integration in
a window of+20,. The signal significance is evaluated by means of the prafgéhood method [32],
using the obtained number of signal and background evenén asput and taking into account the
background uncertainty (10%/.#[fb~1]) as discussed in Section 7.3 above.

The results obtained for the signal significance have beessarhecked by the large number of
Monte Carlo pseudoexperiments for several different natiegl luminosities. The pseudoexperiments
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are based on the Monte Carlo distributions and are divideal tire "background-only” experiments
(BO), containing only background contributions, and the "sigplus-background” experimentSiB)
having both the signal and the background contribution.diiiteon to the profile likelihood calculation
in each of these experiments, the signal significance castlmated also from the log-likelihood ratios.
The log-likelihood ratio Qo andInQsys, both defined agNs+ Ng)In NSNLBNB — Ng, are evaluated for
eachBO- andSpB-pseudoexperiment. The signal significance is obtainad the probability of a Type-

Il error, defined by the fraction @O pseudoexperiments which have a log-likelihood ratiQde larger
than the median of the Qsye-distribution. The probability of a Type-I error, i.e. thember ofSpB-
pseudoexperiments which fall below the median of th@dg-distribution, was used to determine the
95% CL limits.

Figure 22(left) shows the comparison of the signal signifies obtained in the fixed-mass approach.
The solid line shows the results of the profile likelihood huet, while the dots are the results given by
the Type-Il error probabilities obtained in the pseudoexpents. At very low luminosities, the profile-
likelihood estimation based on average values seems ttlgligverestimate the significance. However,
at luminosities close to those needed for tleedignificance, the two calculations give equivalent re-
sults. Figure 22(right) shows the degradation of the sigimalificance observed once the floating-mass
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Figure 22: (left) Signal significance obtained in the fixedss approach for the signal at
mx=200 GeV and tai=30, as a function of integrated luminosity. The full linerr@sponds to
the results obtained by the profile likelihood method ushdverage number of expected signal
and background events, while the dots show the resultsraatdiom the Type-II error probability
from a large amount of pseudoexperiments. Both estimatiawisde the background uncertainty
from the fg-fit. (right) Ratio of signal significances obtained with fleating- and the fixed-mass
approach, as a function of the integrated luminosity.

approach is applied in which the Higgs mass is left as a freanpeter of the fit (usually reffered to as
a look-elsewhere effect). In general, the ratio of the Tilgerror probabilities obtained from the fixed-
mass and the floating-mass approaches is constant and mpatelly equal to the explored mass range
divided by the signal mass width. Correspondingly, theorafisignal significances is lower at low lu-
minosities, while the difference between the two approadheeduced to 5% or less at the luminosities
close to those needed for afliscovery.

8.1 Influence of the systematic uncertainties on the signaignificance

In order to include the systematic uncertainties in thewaton of the signal significance, one should
perform additional large number of pseudoexperiments dohef the systematic effects. However, the
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difference between the signal significance in the floatiras$nand in the fixed-mass approach is small
compared to the effect of the additional systematic unc#igs. Thus, in the following the fixed-mass
approach is used and the full treatment of the look-elsesvhfect is left for the future studies.

By means of the background estimation from the data, the atwdithe background events under-
neath the signal can be determined with an accuracyifi%//.Z[fb~1], as described in Section 7.
This can be achieved independently of the systematic wainges discussed in Section 6.

Therefore, the influence of the systematic uncertaintieshensignal significance is given by the
corresponding changes in the expected number of signal asidytound events. The numbers entering
the significance calculation are therefore changed aaugisgitaking into account that the systematic
uncertainty is different for different background proasssThe signal significance is calculated sepa-
rately for each systematic effect and the deviations froendhginal signal significance are added in
quadrature. Figure 23 shows the signal significance olatdimretwo different massesi, as a function
of tanB. The contributions of the uncertainty in the backgrounekduination from the fit to data and of
the experimental systematic uncertainties to the expesitgiificance are shown separately.
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Figure 23: Signal significance as a function of afor the integrated luminosity of 10 f3 and
mMa=150 GeV (left) andna=300 GeV (right). The dotted curves are obtained assumimgkgible
error of the background determination. The dashed curves #fie result once the background
uncertainty is taken into account, as obtained from the fitéadata. The solid curves additionally
include the systematic uncertainties. The width of thedsolirves indicates the errors in the
background shape parametrization.

9 Discovery potential and the exclusion limits

The previously described methods for the evaluation of ilhees significance and of the exclusion limits
have been applied to all mass points studied. Table 7 surnesattie signal significances obtained for
different signal mass points at tBr30 and.Z=10 fb~1, for the analysis with 0 b-jets and with at least
one b-jet in the final state. The luminosities needed to rélaetbo signal significance and the 95%
CL exclusion limit are given in Table 8, for different sigmakhsses at tg8=30. The results shown so
far do not include the possible degradation due to the infleaf pile-up and cavern background. The
degraded resolution of the missing transverse energy isotag to cause a15% change in the final
selection of the signal and tifebackground. Thét background is characterized by a IaE‘;!EiSS and is
therefore somewnhat less sensitive to B§&% performance under pile-up0% change in the selection
efficiency). Table 9 summarizes the results obtained witlygp effects taken into account. Only small
changes are observed compared to the previous results.
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Signal significance

ma No background Backgr. uncertainty  Experimental Theoretical

(GeV) uncertainty | of 10%//.Z[fb~1] syst. uncertainty uncertainty
Ob >1b Ob >1b Ob >1b Ob >1b

110 || 5.5 6.4 2.7 4.5 24-31 38-53122-32 37-53

130 || 5.6 6.6 3.6 5.3 34-38 48-5931-41 45-6.1

150 || 5.2 5.8 4.1 5.2 3.9-43 48-5639-47 45-59

200 || 3.1 3.8 2.8 3.6 27-29 33-3925-31 32-40

300 || 1.2 1.8 11 1.8 1.0-12 16-2010-12 1.7-19

400 | 0.5 0.8 0.5 0.8 04-05 0.7-0904-05 0.7-0.9

Table 7: Signal significance for signal at different massisiwith tan3=30 and.¥=10 fb 1.
The numbers are shown for different levels of the backgraumckrtainty. For degenerate H
andh boson states with the same mass, the production rates henesbmmed.

ma | Z[fo~1] for a 5o discovery ZIfb~1] for 95% C.L. exclusion
(GeV) (No systematics) No systematics With systematics
Ob >1b comb. Ob >1b comb. Ob >1b comb.
110 209 122 77| 18 20 09 27 28 14
130 12.0 8.9 51 19 14 08/ 36 19 1.2
150 10.5 9.3 49| 16 15 08/ 22 20 1.0
200 259 191 11.0f 3.7 3.1 171 49 38 2.1
300 1746 81.6 55./ 38.6 13.8 10.2 438 164 120
400 || 1124.0 4448 318.71 320.0 75.1 60.8 361.0 86.5 69.8

Table 8: Integrated luminosity (in fi3) needed for a& signal significance and 95% CL exclusion

of the signal hypothesis, shown for the signal a{3a80. For degenerat&, H andh boson states
with the same mass, the production rates have been summed.

ma (GeV) | Z[fb~1] for 50 discovery| .Z[fb~1] for 95% CL exclusion
110 8.7 1.9
130 5.8 1.6
150 5.6 1.3
200 12.5 2.6
300 62.9 13.6
400 359.5 87.5

Table 9: Luminosity needed for theoSsignal significance (no systematics) and the 95% CL
exclusion of the signal hypothesis (with systematics)aivied for the combined analyses, with

the pile-up effects taken into account. The results are sHowtan3=30.

The results shown in Tables 7 and 8 can be extrapolated to @th@ values. The only difference
which occurs for the a given signal mass point when chandiegtan3 value is the change of the
production rates and of the natural width of thé¢H /h bosons. In therfa — tanf) plane which is of
interest for this analysis, the resolution of the mass nreasent is mostly dominated by the experimental
resolution. Nevertheless, the variation of the naturalgdigyidth is taken into account in the calculation
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by increasing the background contribution correspongitglthe expected change of the mass window.
Using the previously described production cross-sectamd branching ratios, theo5discovery

curves are obtained as shown in Figure 24(left) separatelhé& analysis with 0 and with at least one b-

jetin the final state. The luminosity needed for the exclugibthe signal hypothesis at a 95% confidence
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Figure 24 taiB values needed for thed5discovery (left) and for the 95% CL exclusion of the
signal hypothesis (right), shown in dependence orAtheson mass.

level is shown in Figure 24(right).

The signatures with the b-jets in the final state allow forhiighest discovery potential. The 0 b-jet
final state plays nevertheless an important role. Sinceglek in this final state is uncorrelated to the
previous one, one can quadratically add the signal signiéies obtained from the two analyses. The
5g-discovery curves obtained from the combination of botHyaes, as well as the combined 95% CL
exclusion limits are shown in Figure 25. At an integrated ihwsity of 10 flbot, the discovery can be
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Figure 25: Combined analyses results:

(left) famalues needed for thedddiscovery at
£=10 fb~! and #=30 fb~1, shown in dependence on tAeboson mass and (right) combined
95% CL exlucion limits.

reached forma masses up to 350 GeV with tBnvalues between 25 and 60. Foi masses below
110 GeV the sensitivity drops rapidly as shown in Ref [5], ttuéhe increasing Drell-Yan background
close to the pole mass of t@eboson. The tafi values above-16 can be excluded already with 10fb
of integrated luminosity in case of the Higgs boson massds @p0 GeV.
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10 Conclusions

In this note, the potential for the discovery of the neutr&®M Higgs boson is evaluated in the dimuon
decay channel. As opposed to the Standard Model predictioasiecay of neutral MSSM Higgs bosons
A, H andhinto two muons is strongly enhanced in the MSSM. In addittbeu™ u~ final state provides
a very clean signature in the detector.

The event selection criteria are optimized in the signalsmasge from 100 to 500 GeV, separately
for the signatures with 0 b-jets and with at least one b-j¢héfinal state. The obtained combined result
shows that an integrated luminosity of 10 foallows for the discovery foma masses up to 350 GeV
with tanf values between 30 and 60. Three times higher luminosityvalfor an increased sensitivity
down to tar3=20. The theoretical and detector-related systematicrtainges are shown to degrade
the signal significance by up to 20%. This takes into accduat the background contribution can be
estimated from the data with an accuracy~&-10%/[Z [fb~1].
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