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Abstract

A search for supersymmetry is presented based on events with large missing trans-
verse energy, no isolated electron or muon, and at least three jets, at least one of which
must be identified as a bottom-quark jet. A simultaneous examination of the number
of events in exclusive bins of Hr, missing transverse energy, and bottom-quark jet
multiplicity is performed, where Hr is the scalar sum of jet transverse momentum
values. The sample consists of an integrated luminosity of 19.4 fb~! of proton-proton
collision data recorded at a center-of-mass energy of 8 TeV with the CMS detector at
the LHC in 2012. The observed number of events is found to be consistent with the
expectation from the standard model, which is evaluated with control samples in the
data. The results are interpreted in the context of simplified models of new physics
processes in which gluino pair production is followed by the decay of each gluino to
an undetected particle and either two bottom quarks or two top quarks.
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1 Introduction

The standard model (SM) of particle physics has proved to be remarkably successful in de-
scribing phenomena up to the highest energy scales that have been probed. Nonetheless, the
SM is widely viewed to be incomplete. Many extensions have been proposed to provide a
more fundamental theory. Supersymmetry (SUSY) [1-8], one such extension, postulates that
each SM particle is paired with a SUSY partner from which it differs in spin by one-half unit,
with otherwise identical quantum numbers. For example, squarks and gluinos are the SUSY
partners of quarks and gluons, respectively. One of the principal motivations for SUSY is to
stabilize the calculation of the Higgs boson mass. For this stabilization to be “natural” [9-11],
top squarks, bottom squarks, and to a lesser extent gluinos, must be relatively light. If top and
bottom squarks are light, their production is enhanced, either through direct pair production or
through production mediated by gluinos, where the latter process is favored if the gluino pro-
duction cross section is large. Since both top and bottom squarks decay to bottom quarks (the
top squark through the top quark), natural SUSY models are characterized by an abundance of
bottom-quark jets (b jets).

In R-parity-conserving [12] SUSY models, supersymmetric particles are created in pairs. Each
member of the pair initiates a decay chain that terminates with the lightest SUSY particle (LSP)
and SM particles, typically including jets. If the LSP only interacts weakly, as in the case of a
dark-matter candidate, it escapes detection, potentially yielding significant missing transverse
energy (EXs). Thus large values of ET'® provide another possible SUSY signature.

In this note, we present a search for SUSY in events with at least three jets, at least one tagged
b jet, and large EXsS. The search is based on a sample of proton-proton collision data collected
at /s = 8TeV with the Compact Muon Solenoid (CMS) detector at the CERN Large Hadron
Collider (LHC) in 2012, corresponding to an integrated luminosity of 19.4 fb~!. Previous LHC
new-physics searches in final states with b jets and EXS are presented in Refs. [13-25]. The cur-
rent analysis is an extension of the study presented in Ref. [23], which was based on 5.0 fb~" of
data at /s = 7 TeV. We retain the same basic analysis procedures, characterized by a strong re-
liance on control samples in data, to evaluate the SM backgrounds. The principal backgrounds
arise from events with a top-antitop (tt) quark pair, a single-top quark, a W boson produced in
association with jets (W+jets), a Z boson produced in association with jets (Z+jets), and multi-
ple jets produced through the strong interaction (QCD), in which an identified b jet is present.
The QCD category excludes events in the other categories. For W+jets events and events with
a top quark, significant ETS can arise if a W boson decays into a neutrino and a charged lep-
ton. The neutrino provides a source of genuine EM*. For events with a Z boson, significant
EMisS can arise if the Z boson decays to two neutrinos. For QCD events, significant EXS can
arise when a charm or bottom quark undergoes semileptonic decay, but it arises primarily as a
consequence of the mismeasurement of jet transverse momentum pr.

As new-physics scenarios, we consider gluino pair production followed by the decay of each
gluino g into a b quark and an off-shell b squark or into a t quark and an off-shell t squark. The
off-shell b squark (t squark) decays into a b quark (t quark) and the LSP, where the LSP (taken
to be the lightest neutralino x9) is assumed to escape detection, leading to significant ETi$. We
consider these scenarios in the context of the T1bbbb and T1tttt [26] simplified model spec-
tra (SMS) [27-30], for which event diagrams are shown in Fig. 1. If the b squark (t squark)
is much lighter than any other squark, as suggested by natural models of SUSY, with the
gluino yet lighter, gluino decays are expected to be dominated by the three-body process of
Fig. 1a (Fig. 1b). Our search thus targets NP scenarios with relatively light gluinos and third-
generation squarks. The gluino and LSP masses are treated as independent parameters. As ref-
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Figure 1: Event diagrams for the (a) T1bbbb and (b) T1tttt simplified model new-physics sce-
narios.

erence new-physics processes, we consider the T1bbbb and T1tttt scenarios with normalization
to the next-to-leading order (NLO) plus next-to-leading-logarithm (NLL) cross section [31-35].

It is rare for a T1bbbb event to contain a high-pr isolated lepton. To define the search region
for this study, we therefore veto events with an identified isolated electron or muon. The corre-
sponding collection of events is referred to as the zero-lepton (ZL) or “signal” sample. Besides
the ZL sample, control samples are defined in order to evaluate the SM background. To evalu-
ate the top quark and W+jets background (where “top quark” refers to both tt and single-top
quark events), we select a top-quark- and W+jets-dominated control sample by requiring the
presence of exactly one identified isolated electron or muon. We refer to this sample as the
single-lepton (SL) sample. (Top quark and W+jets events are grouped into a single background
category because of their similar experimental signatures.) To evaluate the QCD background,
we employ the minimum normalized azimuthal angle Apmin [23] between the ETis® vector and
one of three highest-pr jets, selecting a QCD-dominated control sample by requiring small val-
ues of this variable. We refer to this control sample as the low-A¢min (LDP) sample. The Z+jets
background is evaluated with control samples of Z — (¢~ (¢ = e and yu) events. Our analysis
is performed in the framework of a global likelihood fit that simultaneously analyzes the signal
and background content, accounting for signal contributions to the ZL and control samples in
a unified and consistent manner.

In contrast to T1bbbb events, events in the T1tttt scenario are expected to appear in both the ZL
and SL samples. Since our global likelihood fitting procedure can account for T1tttt contribu-
tions to the control samples, the analysis procedures and background evaluation methods used
to examine the T1tttt scenario are essentially the same as those used for the T1bbbb scenario.

This study extends the analysis of Ref. [23] by exploiting the expected differences in shape
between the Tlbbbb or T1tttt scenarios and each of the SM background components in the
distributions of E%‘iss, Hr, and the number Nj,_j; of tagged b jets in an event, where Hr is the
scalar sum of jet pr values. The data are divided into mutually exclusive bins in these three
variables, as indicated schematically in Fig. 2. The E?** and Hr distributions are divided into
four bins each. The definitions of these bins are given in the table of Fig. 2. For the ZL, SL,
and LDP samples, the b-jet multiplicity distribution is divided into three bins, corresponding
to Np_jet = 1,2, or > 3. There are thus 176 mutually exclusive observables in the analysis, 48
each for the ZL, SL, and LDP samples, and 16 each for the Z — eTe™ and Z — u"u~ samples,
where each observable corresponds to the number of data events in a bin. The contents of the
bins are examined simultaneously in the likelihood fit.

This note is organized as follows. In Section 2 we discuss the detector and trigger. Sections 3
and 4 describe the event selection. The likelihood framework and background-determination
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Figure 2: Schematic diagram illustrating the 176 mutually exclusive observables of the analysis.
The E%‘iss and Hr distributions are divided into four bins each; the table gives the bin defini-
tions. The designations HTi and METi (i = 1 — 4) are used to label the individual Ht and E%ﬁss
bins. The Ny,_je; distributions of the signal sample (ZL), top-quark and W+jets control sample
(SL), and QCD control sample (LDP), contain three bins each, corresponding to exactly one,
exactly two, and three or more identified b jets.

methods are presented in Section 5. Section 6 presents the results and Section 7 a summary:.

2 Detector and trigger

A detailed description of the CMS detector is given elsewhere [36]. The CMS coordinate sys-
tem is defined with the origin at the center of the detector and the z axis along the direction
of the counterclockwise beam. The transverse plane is perpendicular to the beam axis, with
¢ the azimuthal angle (measured in radians),  the polar angle, and # = —In[tan(0/2)] the
pseudorapidity. A superconducting solenoid provides an axial magnetic field of 3.8 T. Within
the field volume are a silicon pixel and strip tracker, a crystal electromagnetic calorimeter, and
a brass-scintillator hadron calorimeter. The tracking system is completed with muon detectors,
based on gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid.
The tracking system covers || < 2.5 and the calorimeters || < 3.0. The 3 < || < 5 region is
instrumented with a forward calorimeter. The near-hermeticity of the detector permits accurate
measurements of energy balance in the transverse plane.

Events are selected using multiple trigger conditions, based primarily on thresholds for Hy and
ET"*°. The trigger efficiency, determined from data, is the probability for an event to satisfy the
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trigger conditions. In our analysis, the data are examined in exclusive regions of Hr and EMss,
as described above. The trigger is found to be nearly 100% efficient except in regions with low
values of both Ht and ErTniss. In the bin with lowest Ht and EIT’niss (the HT1-MET1 bin of Fig. 2),
the evaluated trigger efficiency is 0.91 £ 0.01 (0.86 £ 0.09) for the trigger relevant for the ZL
and SL (LDP) samples. Corrections are applied to account for the trigger efficiencies and their
corresponding uncertainties.

3 Event Selection

Physics objects are defined with the particle flow (PF) method [37], which is used to reconstruct
and identify charged and neutral hadrons, electrons (with associated bremsstrahlung photons),
muons, tau leptons, and photons, using an optimized combination of information from CMS
subdetectors. The event primary vertex is identified by selecting the reconstructed vertex with
the largest scalar sum of charged-track pt values. Events are required to have a primary ver-
tex with at least four charged tracks and that lies within 24 cm of the origin in the direction
along the beam axis and 2cm in the perpendicular direction. Charged particles used in the
analysis must emanate from the primary vertex. In this way, charged particles associated with
extraneous pp collisions within the same bunch crossing (“pileup”) are disregarded. The PF
objects serve as input for jet reconstruction, based on the anti-kt algorithm [38] with distance
parameter 0.5. Jet corrections are applied in both pt and 7 to account for residual effects of
non-uniform detector response. Additional corrections [39, 40] account for pileup effects from
neutral particles. The missing transverse energy ET* is defined as the modulus of the vector
sum of the transverse momenta of all PF objects. The EX* vector is the negative of that same
vector sum.

The requirements used to select the zero-lepton (ZL) event sample are as follows:

e at least three jets with py > 50GeV and |y7| < 2.4, where the two leading jets satisfy
pr > 70GeV;

e Hp > 400 GeV, where Hr is calculated using jets with pr > 50GeV and |17| < 2.4;
o EMiSS > 125GeV;

¢ no identified, isolated electron or muon candidate with pt > 10 GeV; electron can-
didates are restricted to |77| < 2.5 and muon candidates to || < 2.4;

e no isolated track with pr > 15GeV and |y| < 2.4;
° Aquin > 4.0, where the A(ﬁmin variable is described in Ref. [23];

e at least one tagged b jet, where tagged b jets are required to have pr > 50 GeV and
In| <24.

The isolated-track requirement eliminates events with an isolated electron or muon in cases
where the lepton is not identified, as well as events with a T-lepton that decays hadronically.
Electrons, muons, and tracks are considered isolated if the scalar sum of the pt values of
charged hadrons (for electrons and muons, also photons and neutral hadrons) surrounding
the lepton or track within a cone of radius /(A#)? + (A¢)? = 0.3 (0.4 for muons), divided by
the lepton or track pr value itself, is less than 0.15, 0.20, and 0.05, respectively.

For the current study, we use a slightly modified definition of the A(f)min variable compared to
Ref. [23]: we now use “arcsin” rather than “arctan” in the expression for 0,y (see Section IV
of Ref. [23]). All other aspects of the A@min calculation are unchanged. This modification intro-
duces a negligible difference for the small angles relevant here. Nonetheless, arcsin is techni-



cally more correct than arctan.

Identification of b jets is based on the combined-secondary-vertex algorithm at the medium
working point [41]. This algorithm combines information about secondary vertices, track im-
pact parameters, and jet kinematics, to separate b jets from light-flavored-quark, charm-quark,
and gluon jets. The nominal b-jet tagging efficiency is 75% for jets with a pr value of 80 GeV, as
determined from a sample of simulated b-jet-enriched events [41]. The corresponding misiden-
tification rate for light-quark jets is 1.0%.

4 Control samples, search regions, and event simulation

The top-quark- and W-jets-dominated SL control sample is defined by selecting events with
exactly one electron or one muon, using the lepton selection criteria and all other nominal se-
lection requirements given in Section 3, with the exception of the requirement that there be no
isolated track. To reduce the potential contribution from signal T1tttt events, we apply an addi-

tional requirement mt < 100 GeV to the SL sample only, where mt = \/ 2Emisspl[1 — cos(Acpé,ErTmss)]

is the transverse mass formed from the E%‘iSS and pf} (lepton transverse momentum) vectors,
with A¢, Emiss the corresponding difference in azimuthal angle.

The region A@min < 4, with all other nominal selection requirements from Section 3 imposed,
defines the QCD-dominated LDP control region.

To evaluate the Z+jets background, we select Z+jets control samples with Z — eTe™ and Z —
utu~ decays, as described in Section 5.3.

The data are divided into mutually exclusive bins of Efrmss, Hr, and Nj,_jet, as shown in Fig. 2.
This binning is chosen based on simulation studies with SUSY signal and SM background
event samples, for which signal sensitivity in the presence of SUSY events, and limits in the
absence of such events, are both considered. The best performance is obtained with relatively
narrow bins at low Hr and E?S, which helps to characterize the background shapes, and with
multiple bins at high Hr and EXsS, which provides regions with reasonable signal efficiency but
very little background. Within this general framework, the sensitivity is found to be relatively
independent of particular binning choices.

To illustrate the characteristics of the events, Fig. 3 presents the distribution of N,_je; for the
signal (ZL) and control-region (SL, LDP) samples, and the corresponding distributions of E’TTmiss
and Hy for Ny, jet > 3. The results are shown in comparison with Monte Carlo (MC) simula-
tions of SM processes. The tt, W+jets, and Z+jets MC samples are simulated at the parton level
with the MADGRAPHb.1.1.0 [42] event generator. Single-top-quark events are produced with
the POWHEG 301 [43] program. The PYTHIA 6.4.22 [44] generator is used for diboson and QCD
events. For all SM MC samples, the GEANT4 [45] package is used to model detector response.
The top, W+jets, and Z+jets MC distributions are normalized to the next-to-next-to-leading or-
der (NNLO) cross sections. The diboson MC distribution, given by the sum of contributions
from WW, WZ, and ZZ events, is normalized to NLO. The QCD distribution is normalized to
leading order. We also consider Drell-Yan events, generated with MADGRAPH and normalized
to NNLO. The contribution of Drell-Yan events is found to be small (about one fifth or less the
contribution from diboson events in all signal regions) and is not included in Fig. 3.

Signal T1bbbb and T1tttt MC samples are generated for a range of gluino mgjyin, and LSP msp
mass values using PYTHIA, with m1sp < Mglyino- To reduce computational requirements, signal
MC detector response is modeled with the fast simulation program [46]. We account for modest
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Figure 3: [top row] Data and Monte Carlo distributions of the number Np jet of tagged b jets
for the [left column] signal (ZL) sample, [center column] top and W+jets (SL) control sample,
and [right column] QCD (LDP) control sample. The small lower plots show the ratio of the
measured to the simulated events. [center row] Corresponding E%‘iss distributions, and [bot-
tom row] Hr distributions, for events with Ny et > 3. The dashed vertical lines indicate the

divisions between the four bins of E%‘iss or Hr.



differences observed with respect to the GEANT4 simulation.

All MC samples incorporate the CTEQ6 [47] parton distribution functions, with PYTHIA used to
describe parton showering and hadronization. The MC distributions are reweighted to account
for pileup. In addition, we correct the simulation so that the b-jet tagging and misidentifica-
tion efficiencies match those determined from control samples in the data. The b-jet tagging
efficiency correction factor depends slightly on jet pr and has a typical value of 0.95.

5 Likelihood function and background evaluation methods

In this section, we present the definition of the likelihood function and describe the background
evaluation methods.

We use the following notation:

e ZL: the zero-lepton event sample;
e SL: the single-lepton event sample;
e LDP: the low-A¢min event sample;

e Zee and Zmm: the Z — ete™ and Z — u"u~ event samples or background compo-
nents;

o ttWj: the top and W+jets background component, where “top” includes both tt and
single-top quark events;

e QCD: the QCD background component;

e Zvv: the Z+jets background component;

e SUSY: the signal component;

) yg; ik the estimated number of events in bin 7, j, k of event sample S for component

C without accounting for trigger efficiency, where i, j, and k denote the bin in ETss,
Hr, and Np_jet, respectively, and C denotes ttWj, QCD, or one of the other signal or
background terms;

e ng;;ix: the estimated number of events in bin i, j, k of event sample S from all com-
ponents after accounting for trigger efficiency;
. eg;if i« the trigger efficiency in bin i, j, k for event sample S;

e Ng;;ix: the observed number of events in bin , j, k for event sample S.

5.1 Top and Wjets background

The SL sample is used to describe the shape of the top and W+jets background in the three
analysis dimensions of E%‘iss, Hr, and Ny, _jet. The SL sample thus provides a three-dimensional
(3D) histogram-probability-density function (PDF) determined directly from data. The top and
W-jets background in each bin of the ZL sample is determined from this measured 3D shape,
simulation-derived bin-by-bin corrections Sft]VZ] , and an overall floating normalization param-
eter RZZV/]S ., as described below.

With respect to SM processes, the SL sample is assumed to be populated by top and W+jets
events only. Contributions from QCD and Z+jets events are small (around 1% on average) as
seen from Fig. 3, and are accounted for through implementation of a systematic uncertainty.
The contribution from T1bbbb events is negligible because isolated leptons are rare in the
T1bbbb scenario. In contrast, with four top quarks in the final state, T1tttt events often contain
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an isolated high-pr lepton, resulting in “signal contamination” of the SL sample. Therefore, we

presume

_ trig tHWj Susy Susy
nsLijk = €spijk (Mspiik + SShijk HSLiijk) - 1)

where SgLusgk represents a systematic uncertainty, treated as a nuisance parameter. For the

T1bbbb scenario, ygg%k =0.

The three plots in the top row of Fig. 4 show the ratio of the number of top and Wjets events
in the ZL sample to the corresponding number in the SL sample, as predicted by simulation,
after normalization to the same integrated luminosity. The results are shown for the 48 bins
of the ZL and SL samples. Dividing the Ny, jt = 1 results shown in the top-left plot by their
average, we obtain the normalized ZL-to-SL ratios shown in the bottom-left plot. The bottom-
center and bottom-right plots show the corresponding results for Np_jet = 2 and N _jet > 3,
respectively. (Note: the average values happen to be very close to one, by coincidence.) Were
the 3D shape of top and W+jets events the same in the simulated ZL and SL samples, the
points in the top row would all be consistent with a single average value and the points in the
bottom row consistent with one. Deviations from one on the order of 20-50% are seen for some
points in the bottom row, indicating a shape discrepancy between the two samples. The shape
discrepancy is strongest in the Ht dimension. Consistent results are found if the POWHEG or
MC@NLO [48] generators are used to describe the tt MC sample rather than MADGRAPH.

Our estimate of the top and W+jets contribution to bin i, j, k of the ZL sample is thus

HWj _ QHWj oHWj W]
Pziijke = Sijk  Rzisse Msiijk o @)

where R, 7L / s;. is the floating scale factor common to all bins mentioned above and the Sltt]VZ]

factors are the MC-based terms presented in the bottom row of Fig. 4, which account for the 3D
shape differences between the ZL and SL samples. In the likelihood function, the S ijik ] terms
are treated as floating nuisance parameters, each constrained by a lognormal PDF. The median
of the lognormal is the corresponding value shown in the bottom row of Fig. 4, while the geo-
metric standard deviation is In(1 + 0, ), with 0,,; the relative uncertainty on the corresponding

SftyZ] term, determined from the quadrature sum of its statistical uncertainty and one half of

the difference from one. In addition, we vary the W-jets cross section by 100% [49] and the

single-top cross section by 30% [50]. The differences relative to the standard result define un-

certainties for lognormal distributions that are applied as additional constraints on the Stt]VZ]

terms.

5.2 QCD background

The QCD background in each bin of the ZL sample, in the 3D space of E%‘iss, Hr, and Ny e, is
determined from the number of events in the corresponding bin of the LDP sample, in conjunc-
tion with multiplicative scale factors described below. Before applying these scale factors, the
contributions of top and W-jets events are subtracted from the measured LDP results, as are
the contributions of Z+jets events. The estimate of the top and W-jets contribution to the LDP
sample is derived from the data-based top and Wjets event yield in the ZL sample, found
in the likelihood fit (Section 6) for the corresponding bin, multiplied by the MC ratio of LDP
to ZL events for that bin, and analogously for the Z+jets contribution to the LDP sample. The
uncertainty on this subtraction procedure accounts for the total uncertainty on the respective
ZL event yield, and for a 10% uncertainty on the simulated ratio, where the latter uncertainty
corresponds to the average statistical uncertainty on the MC ratio values.
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Figure 4: [top row] Ratio of the number of events in the zero-lepton (ZL) sample to the number
in the single-lepton (SL) sample for simulated top and W-jets events. The plots from left to
right show the results for N, jee = 1, 2, and > 3, respectively. Within a plot, the leftmost
group of four consecutive points corresponds to ET® bin 1 (MET1) of the table in Fig. 2, the
next-leftmost group to EM* bin 2 (MET2), etc. The four points within each group correspond
to the four Hrt bins in the table, increasing in Ht value from left to right (HT1 to HT4). The
uncertainties are statistical. [bottom row] The [left column] Np_jet = 1 results from the top
left plot, divided by the average ratio from that same plot, and [center and right columns] the
corresponding results for N, je¢ = 2 and Ny, _jot > 3. The inner (outer) error bars show the
statistical (combined statistical and systematic) uncertainties.

The top row of Fig. 5 shows the ratio between the number of QCD events in the ZL sample to
the corresponding number in the LDP sample, as predicted by simulation, after normalization
to the same integrated luminosity. The results are shown for the 48 bins of the ZL and LDP
samples. This ratio is seen to depend strongly on Hr. The dependence on EF'S and Nj,_jet
is more moderate. We parameterize the E‘T“iss, Hrt, and Np et dependence assuming that this
dependence factorizes, i.e., we take an empirical approach and assume that the Hr dependence
is independent of E%‘iss and Np_jet, etc. We thus model the QCD background contribution to
the ZL sample for a given E%‘iss, Hrt, Np—jet bin as:

QCD  _ oQCD (wQCD 1,QCD QCDY . QCD
BZLijk = Sijk (KMET,Z' -Khr, 'KNb,k> “HLDP;i ik’ 3)

where the SZQ].CkD factors are defined below and the three KQP terms account for the EITmSS, Hr,

and Np,_jet dependence. Note that some bins in the top row of Fig. 5 do not contain any entries.
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Figure 5: [top row] Ratio of the number of events in the zero-lepton (ZL) sample to the number
in the low—Ac]3min (LDP) sample for simulated QCD events. The definitions of the bins are the
same as in Fig. 4. Various QCD samples, with different choices for the hardness (pr [44]) of the
interaction, are combined. The points show the averages over those samples. The inner error
bars indicate the statistical uncertainties. The outer error bars indicate the statistical uncertain-
ties added in quadrature with the RMS values over the different p1 samples. The histogram
shows the results of the fitted parameterization described in the text. [bottom row] The corre-
sponding ratio divided by the parameterization from the top row. The inner (outer) error bars
indicate the statistical (combined statistical and systematic) uncertainties.

These bins, with large EIT’niss and small Hr, are kinematically unlikely (a large Efrniss value implies
a large H value) and thus contain few or no MC events.

We fit the parameterization of Eq. (3) to the ratio values shown in the top row of Fig. 5, taking
SQ]CkD = 1 at this stage, to determine simulation-derived values for the K9P factors (data-
bésed values are determined in the likelihood fit, as described below). The results of this fit are
shown by the histograms in the top row of Fig. 5. The simulated QCD ZL-to-LDP ratio divided

by the fitted parameterization is shown in the bottom row of Fig. 5: these ratios define the

SlQ . terms. The points in the bottom row are consistent with one, indicating that the empirical
parameterization is sufficient. In the likelihood fit, the SQ.CkD factors are treated as nuisance

parameters constrained by lognormal PDFs. Since the SQ] kD factors are statistically consistent

with one, no corrections are applied and thus the medians of the lognormal PDFs are set to
one. Geometric standard deviations for the lognormal distributions are determined from the
outer error bars in the bottom row of Fig. 5, given by the quadrature sum of the deviation of
the SgiD factors from one, their statistical uncertainties, and the RMS values found using the
different QCD samples described in the Fig. 5 caption. For bins in the top row of Fig. 5 without
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any MC entries, we set SinCkD = 1 and assign a 100% uncertainty, as shown in the bottom row

of the figure.

In the likelihood analysis, most of the K9CP factors are free parameters in the fit: there is enough
shape information that they can be determined directly from the data. However, we find from
studies with simulation that the fit is unable to determine K](\QACE?/B,, KJC\Q/I%?A' or Kf,g? Instead,
lognormal constraints are applied for these three parameters. The median values are set to the
corresponding results from simulation and the geometric standard deviations are determined
from half the differences Kl%%?ﬁ — KI%%[T),Z, KZ%%?A — K]\Q/I(]:S?,Z' and KI%S? — KI%S?, respectively.
The results of the fit are found to be insensitive to the choice of the geometric standard deviation

values.

5.3 Z — vv background

The Z+jets background is evaluated by reconstructing Z — ("¢~ events ({ =e or y). The ¢+
and ¢~ leptons are then removed so that the events emulate Z+jets events with Z — v7. The
Z — ete” and Z — ptpu~ samples are divided into 16 bins in the two-dimensional space of
E%‘iss and Hr, as indicated in Fig. 2.

Fits to the dilepton invariant mass spectra are performed to determine the Z — ("¢~ yields.
The yields are corrected to account for background, acceptance, and detection efficiency. The
acceptance, determined from simulation, accounts for the larger acceptance of Z — v¥ events
compared to Z — (¢~ events. The efficiency is € = Etrig * e% reco e% s> Where the trigger €uig,
lepton reconstruction €y .o, and lepton selection €, factors are determined from data.

The Z — ("¢~ yields are small in some of the signal regions. To increase these yields, we
select events with the requirements of Section 3 except with a significantly looser b-jet tagging
definition. The yield in each bin from this sample is multiplied by an extrapolation factor given
by the ratio of the sum of the Z — (¢~ yields over all Hr and ET*® bins for events that satisfy
the nominal b-jet tagging requirements to those that satisfy the loose requirements.

To establish whether the extrapolation factors themselves exhibit a dependence on Hr or ETiss,
we define a control sample with the same loosened b-jet tagging definition, but without requir-
ing the presence of a Z boson. We further require A(f)min < 4.0, which yields a control sample
with a b-jet content similar to that of Z — ¢*¢~ and Z — v¥ events. All other selection criteria
are the same as for the ZL sample. We verify that the output of the b-jet tagging algorithm is
independent of the presence of a Z. From this control sample we find that the extrapolation
factor is independent of Ht and Efrniss for Np_jet = 2 and Ny_jet > 3. For Ny_jet = 1 the data
show a variation with EXs$ up to 25%; we apply this variation as a correction to the Np_jet =1
extrapolation factors.

The Z+jets background in the i = EXsS, j = Hy bin of the ZL sample with Np_jet = 1is related
to the corresponding bin in the Z — e*e™ and Z — u™u~ control samples through

‘uégg;i,]’ = (:u%zl;/i,j,l “See - Aee;i 'eee> / (]:Zvv;l : RB)? (4)

Zpp — Zvv
‘uZF‘V?iJ - (VZL;Z‘,]'J : Sy;l ' Ayy;i ’ eyy) / (FZvv;l : RB) ’ (5)

where Ayy.; and € are the acceptances and efficiencies for the Z — (7 ¢~ samples, respectively,
Sy is a scale factor to account for systematic uncertainties, Rg = 5.95 4 0.02 is the ratio of
the Z — v to the Z — (1 ¢~ branching fraction [51], and F,,.1 is the extrapolation factor that
relates the N, _je = 1 selection efficiency to the efficiency of the loose b-jet tagging requirement.
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The estimates of the Z+jets background for N, _jet = 2and Nj,_je; > 3 are given by the Ny, et = 1
result through the ratio of b-jet tagging extrapolation factors:

Zvv

z
HaLijk = MzLija - (Fzok/ Fzuwin) (6)

where k is the Nj, e bin index.

5.4 Other backgrounds

Backgrounds from diboson and Drell-Yan processes are accounted for using simulation, with
an uncertainty of 100%. Their total contribution is 1% or less in all search regions.

5.5 Systematic uncertainties

Systematic uncertainties on the signal efficiency arise from various sources. A systematic un-
certainty associated with the jet energy scale is evaluated by varying this scale by its pr- and
n-dependent uncertainties. The size of this uncertainty depends on the event kinematics, i.e.,
the EM* bin, the Hr bin, and the assumed values of the gluino and LSP masses: typical values
are in the range of 5-10%. A systematic uncertainty of 1% is associated with unclustered energy.
This uncertainty is evaluated by varying the transverse energy in an event not clustered into
a physics object by 10%. A systematic uncertainty of 3% is associated with anomalous Ess
values, caused by events that are misreconstructed or that contain beam-related background.
This uncertainty is defined by 100% of the change in efficiency when software filters are ap-
plied to reject these events. The uncertainty on the luminosity determination is 4.4% [52]. The
systematic uncertainties associated with corrections to the jet energy resolution, the pileup-
reweighting procedure mentioned in Section 3, the trigger efficiency, and the b-jet tagging ef-
ficiency scale factor, are evaluated by varying the respective quantities by their uncertainties,
while systematic uncertainties associated with the parton distribution functions are evaluated
following the recommendations of Ref. [53]. The jet energy resolution and pileup-reweighting
uncertainties are 2% and 3%, respectively. The uncertainty on the trigger efficiency is generally
below 2%. Uncertainties associated with the parton distribution functions are typically below
10%, while those associated with the b-jet tagging efficiency are generally below around 15%.
The uncertainties associated with the jet energy scale, b-jet tagging efficiency, and parton distri-
bution functions vary significantly with the event kinematics and are evaluated point-by-point
in the scans over gluino and LSP masses discussed in Section 6.

Systematic uncertainties on the background predictions are described in the previous sections.
Note that, for our analysis, systematic uncertainties are generally dominated by statistical un-
certainties, generated by the limited number of events in the data control samples.

5.6 The global likelihood function

The likelihood function is the product of Poisson PDFs, one for each observable, and the con-
straint PDFs for the nuisance parameters. For each observable, the Poisson PDF gives the prob-
ability to observe N events, given a mean n, where n depends on the floating parameters of
the likelihood fit. The region with EM > 350 GeV and 400 < Hy < 500 GeV, representing
the bin with highest Ef"** and lowest Hr in our analysis (the HT1-MET4 bin of Fig. 2), is at
an extreme limit of phase space and is very sparsely populated, making it difficult to validate
our data-based background-evaluation procedures. Furthermore, very few signal events are
expected in this region. We therefore exclude the HT1-MET4 bin from the likelihood analysis,
corresponding to 11 of the 176 observables. Thus, the effective number of observables in the
analysis is 165.
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For both signal and background terms, external input parameters are allowed to float and are
constrained by a PDF in the likelihood. Parameters with values between zero and one, such as
efficiencies, are constrained by beta-distribution PDFs. All others are constrained by lognormal
PDFs. Correlations between the different kinematic regions, including the N, e bins, are taken
into account. The test statisticis g, = —21In (/L ul £max) , where L .x is the maximum likelihood
determined by floating all parameters including the signal strength p, and £, is the maximum
likelihood for a fixed signal strength.

6 Results

Tables 1 and 2 and Fig. 6 present the results of the fit for the 14 bins of the analysis that are
most sensitive to the T1bbbb and T1tttt scenarios: the three bins with Ht > 500 GeV, ErT“iss >
350GeV, and Npjet = 2, for which the results are shown in Table 1, and the 11 bins with
E%ﬁss > 150GeV and Ny, _jet > 3, for which the results are shown in Table 2. The top row of
Table 1 and top section of Table 2 show the number of events observed in the data. The second
row or section shows the SM background predictions obtained from the fit, which are seen to
be in agreement with the data to within the uncertainties. The bottom row or section presents
the background predictions from the simulation.

Table 1: Observed number of events, SM background estimates from the fit, and expectations
from Monte Carlo simulation, for events with EIT“iSS > 350GeV and Np_jet = 2. The labels HT2,
HT3, and HT4 refer to the bins of Hy indicated in Fig. 2, while HT2-4 is the sum over the three
bins.

Np_jet = 2, MET4 HT2 HT3 HT4 HT2-4
Observed number of events 66 19 19 104

SM background predictions from fit 705183 | 207 3% | 19.0 132 | 110+8
SM background predictions from simulation | 81.6 £1.9 | 287 +1.3 | 233 £0.8 | 134 +2

The Appendix presents results from a “sideband fit” in which the 14 bins of Tables 1 and 2 are
excluded from the likelihood analysis.

Upper limits on the cross sections to produce events in the T1bbbb and T1tttt scenarios are
determined at 95% confidence level. The limits are based on the CLs [55, 56] procedure and
are presented as a function of the gluino and LSP masses. Using the NLO+NLL cross section
as a reference, we also evaluate the corresponding 95% confidence level exclusion curves. The
results are shown in Fig. 7. We do not include results within 175GeV of the mgyino = MLsp
diagonal because of neglected uncertainties from initial-state radiation, which are large in this
region. In the context of the T1bbbb scenario, conservatively using the minus-one-standard-
deviation result [54] for the reference cross section, we exclude gluinos with masses below
1150 GeV for LSP masses below 500 GeV. For smaller LSP (gluino) masses, gluinos (LSPs) below
1200 GeV (620 GeV) are excluded. For the T1tttt scenario, gluinos with masses below 1000 GeV
are excluded for LSP masses below 250 GeV, with gluino (LSP) mass values below 1020 GeV
(300 GeV) excluded for smaller LSP (gluino) masses. While these limits do not exclude the
entire range of gluino masses mg < 1.5TeV suggested by natural models of SUSY [11], they
are nonetheless amongst the most stringent bounds that have yet been obtained and greatly
improve our results from Ref. [23].
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Table 2: Observed number of events, SM background estimates from the fit, and expectations
from Monte Carlo simulation, for events with EIT‘niss > 150GeV and Ny _jet > 3. The labels HT1,
HT2, MET?2, etc., refer to the bins of Ht and ETmiss indicated in Fig. 2. HT1-4 (MET2-4) refers to
the sum over the four Hr (three E?r“iss) bins. The HT1-MET4 bin is excluded from the analysis,
as explained in Section 5.6.

Observed number of events
Np_jet >3 | HTI HT2 HT3 HT4 HT1-4
MET2 161 182 18 14 375
MET3 15 36 6 4 61
MET4 — 8 2 4 14
MET2-4 176 226 26 22 450
SM background predictions from fit
Np_jt >3 | HTI1 HT2 HT3 HT4 HT1-4
MET2 15715 | 17913 | 232739 | 123437 | 372138
MET3 | 155130 | 321133 | 59712 | 29712 | 565 2]
MET4 — 842l | 20739 | 21708 | 1241335
13 .3 3.1 2
MET2-4 | 173735 | 220735 | 310753 | 173134 | 441730
SM background predictions from simulation
Np_jet >3 | HTI HT2 HT3 HT4 HT1-4
MET2 127+8 | 180+12 | 27+2 | 13+1 | 347+14
MET3 | 147407 | 30.9+£0.7 | 75+04 | 3.9+£0.2 | 56.9 +2.6
MET4 — 6.1+02 |26+02|26+02|11.34+03
MET24 | 14148 | 217+12 | 3742 | 20+1 | 415415

7 Summary

A search is presented for an anomalous rate of events with three or more jets, at least one
bottom-quark jet, no identified isolated electron or muon, and large missing transverse energy.
The search is based on a sample of proton-proton collision data collected at /s = 8 TeV with
the CMS detector at the LHC in 2012, corresponding to an integrated luminosity of 19.4 b1,
The principal standard model backgrounds, from events with top quarks, W bosons and jets, Z
bosons and jets, and QCD-multijet production, are evaluated using control samples in the data.
The analysis is performed in the framework of a global likelihood fit in which the number of
events in 165 exclusive bins in a three-dimensional array of missing transverse energy, the
number of tagged b jets, and the scalar sum of jet pr values, are simultaneously examined. The
background predictions are found to agree with the observed numbers of events to within the
uncertainties. We interpret the results in the context of simplified-model-spectra new-physics
scenarios in which gluino pair production is followed by the decay of each gluino to two bottom
quarks, or two top quarks, and an undetected particle. We set 95% confidence level upper limits
on the cross sections for these scenarios. For the T1bbbb scenario, using the NLO+NLL cross
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Figure 6: Observed number of events (points with error bars) for the 14 bins with highest signal
sensitivity in the analysis. The dark- and light-shaded bands indicate the +1 and +2 standard
deviation intervals, respectively, for the SM background estimates from the fit.

section as a reference, we exclude gluinos with masses below around 1150 GeV for LSP masses
below 500 GeV. For the T1tttt scenario, gluinos with masses below 1000 GeV are excluded for
LSP masses below 250 GeV.
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7 Summary
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Figure 7: [top row] 95% confidence level (C.L.) upper limits on the [left column] T1bbbb and
[right column] T1tttt new physics scenario cross sections (pb) derived using the CLs method.
The solid (black) contours show the observed exclusions assuming the NLO+NLL cross sec-
tions [31-35], along with the -1 standard deviation theory uncertainties [54]. The long-dashed
(red) contours present the corresponding expected results, along with the 1 standard devi-
ation experimental uncertainties. Results within 175GeV of the mgyin, = mrsp diagonal are
excluded as explained in the text. [bottom row] The corresponding selection efficiencies.
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A Results from a sideband fit

The likelihood fit presented in Section 6 includes the 14 bins with highest signal sensitivity to
the T1bbbb and T1tttt new physics scenarios. These bins are indicated in Tables 1 and 2. It is
interesting to perform the likelihood fit with the Poisson PDF terms for these 14 bins removed,
in order to ascertain the data-based SM background prediction when the data in these bins do
not affect the result. We call such a fit the “sideband” fit. The sideband fit is therefore based on
151 observables.

The sideband fit predictions for the SM background in these 14 “most-sensitive” bins are pre-
sented in Tables 3 and 4 and in Fig. 8. In comparison with the corresponding results from
Section 6, the deviations with respect to the data are somewhat larger. The largest deviation
between observation and SM expectation occurs for the bin with Ny, et > 3, Hr > 1000 GeV,
and E‘Tniss > 350GeV (the HT4-MET4 bin of Table 4), where 4 events are observed whereas
only 0.4J_r8:g events are expected (note that these uncertainties are not Gaussian). From studies
with ensembles of simulated experiments, we estimate the probability for a fluctuation in the
background in this bin to match or exceed 4 events to be 9% and do not consider it further.

Table 3: SM background estimates from the sideband fit for events with EI > 350 GeV and
Np_jet = 2. The labels HT2, HT3, and HT4 refer to the bins of Hr indicated in Fig. 2, while
HT2-4 is the sum over the three bins.

Np_jet = 2, MET4 HT2 HT3 HT4 HT2-4

Sideband-fit SM background predictions | 76.4 fé%z 223 fg:g 19.0 fg:‘;’ 118 ﬂ;

Table 4: SM background estimates from the sideband fit for events with EX¢ > 150 GeV and
Npjet > 3. The labels HT1, HT2, MET?2, etc., refer to the bins of Ht and E‘TIliss indicated in
Fig. 2. HT1-4 (MET2-4) refers to the sum over the four Hr (three E%ﬁss) bins. The HT1-MET4
bin is excluded from the analysis, as explained in Section 5.6.

Observed number of events
Sideband-fit SM background predictions
Np_jet >3 | HTI HT2 HT3 HT4 HT1-4

MET2 | 119 %32 | 158 736 | 282789 | 10235 | 316 7%

4.3 5.8 2.6
MET3 | 15243 | 277438 | 56 +2¢
2.9 1.3 0.6 3.2
MET4 — | 83%29 | 193 | 0495 | 10532

1.5 8.2
20753 | 50.5 153

MET24 | 134%32 | 19473 | 357775 | 12,6 35 | 377 3]
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Figure 8: Observed number of events (points with error bars) for the 14 bins with highest signal
sensitivity in the analysis. The dark- and light-shaded bands indicate the +1 and +2 standard
deviation intervals, respectively, for the SM background estimates from the sideband fit.
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