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Abstract

This note describes a novel, fully data-driven, measurement of the CP violating asym-
metry in D° — 7F7~ decays using about 5.94 fb~! of CDF data. We use the strong
D*t — D%t decay (“D* tag”) to identify the flavor of the charmed meson at produc-
tion time and exploit CP-conserving strong c¢ pair-production in pp collisions. Higher
statistic samples of Cabibbo-favored D° — K7t decays with and without D* tag
are used to highly suppress systematic uncertainties due to detector effects. The result,
Acp(rm) = [0.22 £ 0.24 (stat.) 0.10 (syst.)| %, is the world’s most precise measurement

to date and it is fully consistent with no CP violation.

1 Introduction and motivation

The rich phenomenology of neutral flavored mesons provides many experimentally accessi-
ble observables sensitive to virtual contributions of non-Standard Model (SM) particles or
couplings. Presence of non-SM physics may alter the expected decay rates, or flavor-mixing
rates, or introduce additional sources of CP-violation besides the CKM phase. The physics
of neutral kaons and bottom mesons has been extensively explored in dedicated experiments
using kaon beams or ete™ collisions at the Y(4.5) resonance. The physics of bottom-strange
mesons is currently being studied in detail by the CDF and DO experiments. In spite of the
success of several dedicated experiments in the ‘80—90, experimental sensitivities reached in
the charm sector were still orders of magnitude far from the most optimistic of the SM and
non-SM expectations. This, combined with significantly more uncertain predictions with re-

spect to the B and K sectors, because of the intermediate value of the charm quark mass, too
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light for factorization of hadronic amplitudes and too heavy for applying chiral symmetry,
made the experimental advancement in the charm sector slower. However, studies of CP
violation in charm meson decays provides a unique probe of new physics. The SM predicts
effects smaller than O(1073) [1], as expected in charm sector transitions, which involve only
the first two quark families, whose CKM phases are suppressed. Any significant deviation
at the present level of experimental sensitivities would clearly signal non-SM contributions.
More importantly, the neutral D system is the only one where the external up-sector quarks
are involved. Thus it probes scenarios where the up sector plays a special role, such as su-
persymmetric models with alignment and, more generally, models in which CKM mixing is
generated in the up sector. Finally, singly Cabibbo-suppressed decays are sensitive to new

physics contributions to penguin and dipole operators.

CDF has today the world’s largest samples of exclusive charm meson decays in charged
final states, with signal purities competitive with those of the B-factories. This is an un-
expected but welcome by-product of the success of the trigger on displaced tracks. Large
samples of charm decays can be used to measure CP violating asymmetries and charm mixing
phenomenology with unprecedented sensitivity, probing for the first time significant portions

of the space of non-SM physics parameters.

Time integrated CP-violating asymmetries of singly-Cabibbo transitions as DY — 7tn~
and DY — K+ K~ are powerful probes of non-SM physics. The contribution to these decays
from “penguin” amplitudes are in SM negligible [1], but that is the place, together with
DY — DY oscillations, where non-SM particles could play a role enhancing the size of CP-
violation with respect to the SM expectation. Any significant asymmetry above the O(0.1%)
level expected in the CKM hierarchy would unambiguously indicate non-SM physics.

We present a measurement of time-integrated CP violating asymmetry in the Cabibbo-
suppressed D° — 7t7~ decay:

'(D° — nta=) —T(D° — nm— )

ACP(W—'—W_) - F(DO — 7r+7r_) + F(bo — 7'1'_7'4'-&-)7 (1)

This quantity could receive contribution from different amplitudes in D° and D° decays
(direct CP violation) but also from mixing induced effects (indirect CP violation). In partic-
ular the latter source produces a time-dependent asymmetry, which expression when neutral

charmed mesons decay into CP eigenstates is [!]

t t
Acp(t) = nep [y — (‘p‘ - ’qD cos ¢ + sin <a: > singo] , (2)
2 7\|¢q D T

that persists when integrated over time. In eq. (2) nop is the CP-parity of the decay final
state (+1 for 7t77), z, y, p and g are the usual parameters used to describe flavored mesons

mixing, ¢ is the weak CP violating phase and /7 the proper decay time in unit of D° lifetime



Experiment ‘ Acp(rtm™) (%) ‘
Babar on 386/fb | —0.24 4+ 0.52 (stat.) £ 0.22 (syst.)

Belle on 540/fb | —0.43 4+ 0.52 (stat.) £ 0.12 (syst.)
CDF on 123/pb +1.0 £ 1.3 (stat.) £ 0.6 (syst.)

Table 1: Current best measurements [2] and published CDF result [3].

(1 ~ 0.5 ps). The measured integrated asymmetry, owing to the slow mixing rate of charm

mesons, is then at first order the sum of two terms:
+ _—\ __ dir > ~ ~dir @ ind
ACP(Tr s ) = acp + ACP(t)D(t)dt ~ acp + - acp- (3)
0

The first term arises from direct and the second one from indirect CP violation. The in-
tegration in eq. (3) is performed over the observed ditribution of proper decay time, D(t).
Since the value of (t) depends strongly on D(t), different experimental configurations could
measure different values of Acp and this could result in different sensitivities to a%ilg or aiélg.
As an example, since the trigger that collected the data used in this analysis has requirements
on the minimum impact parameter of the DY tracks, our samples will be enriched of high
proper decay time candidates thus our measurement will be more sensitive to indirect instead

of direct CP violation in D — 7+7~ decays.

We first reconstruct a signal consistent with a 777~ decay of a neutral charmed meson
(D% or D%). Then we associate a low-momentum charged particle to the meson candidate
to construct a D** (or D*7) candidate. The flavor of the charmed meson is unambiguously
determined from the charge of the pion in the strong D** — D% (or D*~ — D%1~) de-
cay. Knowing that primary D° and DY mesons are produced in equal number in strong
pp interactions, any asymmetry between the number of DY and D" decays is due to either
CP non-conservation or detector-induced reconstruction asymmetries. The physics asymme-
try is extracted by subtracting the instrumental effects through a combination of charge-
asymmetries measured in similar decays, as detailed in the next section. Charge conjugate
states are implied unless otherwise stated.

Current experimental measurements of Acp(7m) are summarized in tab. 1. The published
CDF result dates 2005 and has been obtained on the first 123 pb~! of collected data, using
a different analysis approach that was based on simulation to determine detector charge-
asymmetries. Today CDF has the world’s largest sample of charm decays and can provide
a precise measurement of Acp(7m). Fig. 1 (a) shows the number, N, of tagged D° — 77
candidates that pass our selection criteria (see details later) as a function of the integrated
luminosity, with a good approximation the statistical resolution on Acp(77) is simply 1/v N
so as shown in fig. 1 (b) with the current sample of about 200 x 103 events we expect to have

a measurement with a statistical uncertainty of about 0.22% that is two times better than
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Figure 1: Number of tagged D° — 77~ candidates that pass our selection (a) and estimated
statistical uncertainty on the asymmetry measurement (b) as a function of the collected
integrated luminosity. The magenta lines indicate B-factories values [2] while the red line
is an approximate upper limit from SM predictions. The blue (black) dashed line is the
projection assuming a constant collection rate as it was in the early (latter) periods of data-

taking.

current B-factories results.

The main challenge is that the COT layout is intrinsically charge asymmetric thus different
detection efficiencies for positive and negative low-momentum tracks (soft pions, in our case)
induce an instrumental asymmetry in the number of reconstructed D*~tagged D% and DUs.
Other possible asymmetries may originate in slightly different performance between positive
and negative tracks in pattern-reconstruction and track-fitting algorithms. The combined
effect of these is a net asymmetry in the range of a few percents, as shown in fig. 2. This
must be corrected to better than one permille to match the expected statistical precision of

the present measurement.

We propose a novel, fully data-driven method that uses higher statistic samples of tagged
and untagged Cabibbo-favored DY — K7t decays to correct for all detector effects and

alms at suppressing systematic uncertainties to below the statistical ones.

2 A method to suppress detector induced charge asymmetries

The procedure used to cancel detector induced asymmetries is briefly outlined here, while a

detailed mathematical treatment in given in [1].
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Figure 2: Soft pion charge ratio (a) and asymmetry (b) as a function of transverse momentum
for a clean sample of D* — D%r, candidates with D° — 7. The blue curve is the function

in eq. (7).

What is directly measurable is the observed “raw” asymmetry,

Nobs(DO) - Nobs(ﬁo)
Nobs(DO) + Nobs(b0> ’

G (D°) =

that is a composition of the physical CP violating asymmetry, the one expressed in eq. (1),
and any kind of detector effect that induces an artificial asymmetry (indicated with § from
now on). We propose an appropriate combination of the values of the observed asymmetries

of three different event samples,
1. D*-tagged D — 77~ decays (or simply 77*)
2. D*-tagged D° — K7t decays (K7*)
3. untagged D° — K7t decays (Kn)

to extract the value of Acp(DY — 7F77). The idea is that, neglecting terms of order Acpd

and 62, the observed asymmetries in the different samples are

¢p (™) = Acp(nm) + 6(ms)™"
G (Km*) = Acp(Km) + 6(mo) "™ + 6(Km) K™ (4)
Gp (Km) = Acp(Km) + 6(Km)~™,

where



e §(ms)™ is the instrumental asymmetry between reconstructing a positive or nega-

+

tive soft pion associated to a 777w~ charm decay. This is mainly induced by charge-

asymmetric track-reconstruction efficiency at low transverse momentum.

L) (WS)K ™ is the instrumental asymmetry between reconstructing a positive or negative
soft pion associated to a KT7n~ or K~ n" charm decay. This is mainly induced by

charge-asymmetric track-reconstruction efficiency at low transverse momentum.

o §(Km)E™ and §(Km)E™ are the instrumental asymmetry between reconstructing a
K7~ or a K~m charm decay respectively for the untagged and the tagged case. These
are mainly induced by the difference in interaction cross-section with matter between
positive and negative kaons. Smaller effect are due to charge-curvature asymmetries in

track triggering and reconstruction.

All the above effects can vary as a function of a number of kinematic variables or environ-
mental conditions in the detector. If the kinematic distributions of soft pions are consistent
in K7* and w7* samples, and if the distributions of D? decay products are consistent in K7*
and K samples, then §(7ms)™ =~ 6(ms)X™ and 6(K7)5™ ~ §(K7) ™. The CP violating

asymmetry then becomes accessible as
Acp(rm) = AGp (77") — AdP (K7") + A (K) (5)
The cancellation provided by this formula relies on some basic assumptions:

e pp strong interactions are charge symmetric, i.e. primary D° and D" mesons are pro-

duced in equal number and so primary D** and D*~ mesons;

e small charge asymmetries in D° and D° production as a function of 1 could be caused
by beam drag effects. This asymmetry is constrained to change sign for opposite n thus
the net effect cancel out as long as the distribution of our decays are symmetric in n

that is true at first order;

e the detection efficiency for the D* can be expressed as the product of the efficiency for

the soft pion times the efficiency for the DV final state.

Before applying this technique to real data we proved that our approach achieves the
goal of suppressing detector induced asymmetries down to the permille level using Monte
Carlo simulation (sec. 3). We apply the method to samples simulated with a wide range
of physical and detector asymmetries to verify that the cancellation works regardless of the
specific configuration. The Monte Carlo (MC) is used here only as an unbiased validation

tool, but no MC input will enter the final results of the measurement.



3 Method validation

To be sensitive to permille effects we need MC samples with O(10%) decays. And we need
several of them to test a sufficiently broad set of different configurations for the input asym-
metries. To achieve this goal in a realistic and reasonable time we decided to use a resampling
technique applied to a smaller set of statistically independent simulated samples. We gener-
ated two B-MC samples (see sec. 3.1 for details): one of D** — D7} — [r=at]rS decays,
used to reconstruct the tagged w7 sample, and another of D** — D7 — [K—nt]rt de-
cays, used to reconstruct either the tagged or the untagged K decays. For each of these
three samples (‘parent samples’) we construct several resamplings (of equal or bigger size) by
random sampling with replacement from the original dataset (bootstrapping). This provides
several different high-statistics samples, nearly statistically independent, with features similar
to the initial parent sample. Arbitrary input asymmetries are introduced and controlled by an
event-specific weight applied to the “true” (GenP) information. The analysis applied to the
reconstructed samples allows determination of observed asymmetries, AgY (77*), Agy (K7*),
GP (Km). Finally, applying eq. (5) we extract Acp(7nm) and verify that it is consistent with

the input value.
A detailed description of the resampling/reweighting algorithm is given in sec. 3.2 while

the results of different kind of tests we made are in sec. 3.3.

3.1 Monte Carlo samples

We use BGenerator to simulate the c-quarks production, using the standard charm spectrum
available in the official B-MC release 6.1.4mc patch q, and their hadronization into D* mesons
and EvtGen to simulate the charmed mesons decays. Then the events are passed through the
full CDF detector simulation (cdfsim, TRGSim++), production and finally ntuplized in the
BStNtuple format [5] [0].

The detector and trigger configurations have undergone several variations during Run II.
The simulation can access the database and thus allows simulation of the detailed configu-
ration of any set of real data-taking runs for modeling the realistic detector response in any
given subset of data. This feature is not relevant in our analysis, so to speed-up generation

we generate just events mimicking the run configuration of periods 17-18.

3.2 Resampling/reweighting algorithm

The algorithm is based on a single event weight. For each event of the original parent B-MC
sample we extract a non-negative integer “weight”, w, that corresponds to the number of
times the event will be repeated in the final resampled/reweighed dataset. The value of the

weight depends on the chosen input values for the asymmetries, which can depend on the



features of the event itself.

The input quantities of the algorithm are:

e the resampling factor, IV, a positive integer that correspond to the mean multiplication

factor of the sample size;

e the reconstruction efficiency ratio of positive and negative pions, e(71)/e(7~), an arbi-
trary parameter used to mimic instrumental asymmetries due to pion reconstruction.

This can be function of pion momenta, azimuthal angle, etc...;

e the reconstruction efficiency ratio of positive and negative kaons, e(K™)/e(K ™), anal-

ogous to above;
e the physical CP violating asymmetry Acp(K7);
e the physical CP violating asymmetry Acp (7).

The algorithm for each event proceeds as follows. We extract from a Poisson distribution
with mean N the number of repetitions n due to the resampling factor, so the value of
w is initialized to n. For each of the n repetitions GenP information is used to keep or
throw the repeated event according to the desired values of relative efficiencies and physical
asymmetries. To apply a certain r = e(7")/e(n™) value, say less than one, we look for a
positive pion in the GenP list, and for each pion found we extract from a uniform distributed

probability a value p. If p > r we decrease the current weight w of one unit.

The algorithm in details is the following:
1. Resampling: extract n ~ Poisson(/N) and initialize w = n.
2. Loop over i < n:

e Reweight for a given efficiency ratio, there are two possible cases:
(a) e(mt)/e(r™) < 1, so define r. = e(7T) /e(n™)
— look for all 7% in the GenP list;
— for each found extract p ~ Uniform(0, 1), if none found continue;
— if p > r. do w — —, otherwise continue;
(b) e(nt)/e(r™) > 1, so define r. = e(n ™) /e(nT)
— look for all 7~ in the GenP list;
— for each found extract p ~ Uniform(0, 1), if none found continue;
— if p > r. do w — —, otherwise continue;
e Reweight for a given Acp(mm) value, there are two possible cases:

(a) Acp > 0, so define ra., = N(D°)/N(D°) = (1+ Acp)/(1 — Acp)
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Figure 3: Soft pion charge ratio (a) and asymmetry (b) as a function of transverse momentum
for the original B-MC sample of D* — D%ty — [rF 7~ |7 (black points) and for a resampled
dataset (red points) of a factor 10 in which the efficiency ratio represented by the blue curve

is introduced.

— look for a D° — 777~ in the GenP list;
— if found extract p ~ Uniform(0, 1), otherwise continue;
— if p > rap do w — —, otherwise continue;
(b) Acp < 0, so define 74, = N(D")/N(D®) = (1 — Acp)/(1 + Acp)
— look for a D° — 77~ in the GenP list;
— if found extract p ~ Uniform(0, 1), otherwise continue;

— if p > ra,p do w — —, otherwise continue;

A similar procedure is used for the other two input variables e¢(K*)/e(K~) and Acp(K).

An unique algorithm is applied to all the three samples (r7*, K7* and Km). Since we

reconstruct also the untagged D® — K ~nt decays from simulated D* decays, in this case

the pion coming from the D* decay in the GenP list is not used to calculate the final weight.

Fig. 3 (a) shows, as an example, how the ratio of positive and negative soft pions as

a function of the track transverse momentum changes after applying our algorithm: black

points are the parent B-MC sample of D** — D7} — [rT7~]xJ, in which the ratio is 1 in

all the pr range, while red points are a dataset resampled by a factor 10 after applying a
reweight that uses as input the reconstruction efficiency ratio

+
ZE:% = Exf (g pr+ A> (6)

with A = 0.23 and represented by the blue curve.




3.3 Validation results

We consider six different cases:

case 0 resampling x10;

case 1 resampling x 10 and pp-dependent (7t /7~) given by the expression in eq. (6);
case 2 resampling x10 and ¢(K*/K~) = 98% constant;

case 3 resampling x10 and Acp(7m) = 1.1%;

case 4 resampling x10 and Acp(K7) = 0.8%;

case 5 all of the above.

We reweight the three samples according to each of these cases and for each we measure the
observed asymmetries. Then, using eq. (5) we compare the result with the known input
Acp(mm) value. Notice that owing to the finite size of the parent sample, small asymmetries
due to statistical fluctuations are present there. Since we resample from this parent sample,
these small asymmetries will remain in our resamplings and won’t be cancelled by our pro-
cedure. The result obtained in each cases defined above will be subtracted by the Acp(77)
value of the parent dataset. Tab. 2 reports, as an example, the results from a single test
for the original dataset (the unweighted case) and the six different reweighting cases. In the
last columns there are three different Acp(77) values: the absolute one is obtained using eq.
(5) while the second is the Acp(77) value after subtracting the one obtained on the original
unweighted sample, this is the one that should be compared with the input Acp(77) value.

The resulting Acp(77) from a single test is always in good agreement with the expectation
from the parent sample. This test was repeated 100 times. Fig. 4 shows the distributions of
the bias,

AAcp = Acp — Acp(unweighted) — Acp (input),

case by case; the distributions have mean value compatible with zero and RMS of about
0.08% as expected.

10
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Figure 4: Distributions of the asymmetry bias for different cases.
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Figure 5: Curves corresponding to various ratios of efficiencies for reconstructing positive

versus negative pions as a function of transverse momentum used to reweigh our samples.

To probe the domain of validity of our cancellation, we scan the value of a single input
parameter across fairly large ranges starting from a given benchmark point. For each scan 21
different inputs are probed, which cover much larger variations than those expected in data

from previous analyses:

e using eq. (6) for (7 ™) /e(n™), we vary the value of the constant A so that the efficiency
ratio at 0.4 GeV/c spans from 60% to 100%, as shown in fig. 5;

e the ratio e(K™)/e(K ™) is changed from 60% to 100%;
e the physical Acp(Km) from —10% to 10%;

e the physical Acp(nm) from —10% to 10%.

We show the mean bias as a function of the input variables for case 0, in fig. 6, and for
case b, in fig. 7, as benchmark points. Each of the points in the plots is the mean value of

the distribution of 1000 different tests.

Finally we tried one case with more realistic instrumental asymmetries.

e the pr dependence of e(m})/e(m; ) is taken fitting real data (fig. 2), the specific analitic

expression used is
")

e(m)

= Erf (2.49 pr) (7)

13
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Figure 6: Asymmetry bias scans using case 0 as benchmark, which corresponds to a 10-fold

resampling and no other inputs are varied except the quantities shown in each scan.

o weused e(K1)/e(K™) ~ e(Ktn™)/e(K 1) = 1.0166, where the approximation is valid
assuming that for pr > 2 GeV/c the efficiency for positive and negative pions is the

same and the number is measured in [7];

o Acp(Km) = 0.1% that is at least two order of magnitude higher than the current
theoretical upper limit and at least one order of magnitude higher than the current

experimental sensitivity;

e and we scan on Acp(77) from —5% to 5% in steps of 0.5%.

The results are shown in fig. 8, the maximum observed bias is of the order of 0.01%, one order

of magnitude smaller than the expected statistical resolution on the final measurement.
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Figure 7: Asymmetry bias scan using case 5 as benchmark, which corresponds to a 10-fold
resampling and inputs other than the quantities shown in the scan are set to be: e(n™ /7 7)
given by eq. (6) with value 80% at 0.4 GeV/c, e(KT/K~) = 98%, Acp(K7) = 0.8% and
Acp(nm) = 1.1%.

3.4 Interpretation of results and conclusions

We tested the method proposed in [1] to measure Acp(D" — 77 7~) using MC samples with
good results: the cancellation works at 0.01% level even with induced asymmetries bigger than
in reality. In sec. 6.1 will use this value as a systematic uncertainty on the final measurement
associated to the method we use to extract the “corrected” CP violating asymmetry. This
makes us very comfortable that our technique works well and that we can achieve our goal

to have a final number with a systematic uncertanty at the permille level.

The following part of the note describes how we apply this technique to real data.
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Figure 8: Asymmetry bias scan for a case with more realistic instrumental asymmetries:

e(mt)/e(m™) given by eq. (7), e(KT)/e(K~) = 1.0166, Acp(Kn) = 0.1%.

4 Datasets and reconstruction tools

The analysis described in this note uses the hadronic data sample collected with the Two
Track Trigger. More specifically we a use part of the B_CHARM trigger paths family, as listed
in tab. 3, that covers about 90% of the total available statistics. The details on how these
trigger paths have been selected are reported in [8]. The analysis is performed starting from
officially produced BStNtuples [(] available till P27 as summarized in tab. 4. A goodrun
list version 33 with no requirements on calorimeter and muon bits is used. The integrated

luminosity of our sample is approximately 5.94 fb=!.

4.1 Candidates preselection

We skimmed the BStNtples to obtain smaller ntuples by reducing events of combinatorial

background using a loose selection on the D° candidates.

We looked for DY — hth/~ candidates in the B-PiPi block selecting all events with at
least one candidate that passes the following selection criteria (most of them already required

at BStNtuple creation time):

e 1.2 < M(wr) < 2.4 GeV/c?, where M () is the invariant mass computed assigning

the pion mass to both trigger tracks;

e L.y(D% >0.02 cm;
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B_CHARM_LOWPT_

B_CHARM_

B_CHARM_HIGHPT_

L1_UPS[3]

L1_UPS[2]
L1_SCENLOW_PS2_LUMI_50[1]
L1_UPS[1]
L1_SCENLOW_LUMI_30[1]
L1_SCENLOW_PS2_LUMI_40[1]
L1_SCENLOW_LUMI_35[1]
L1_PS2_LUMI_50[2]

L1_SCENA_LUMI_60[1]
L.1_SCENA_UPS[1]
L1_FPS[2]

L1_FPS[4]

L1_FPS[1]

L1_FPS[3]

L1_UPS[6]
L1_LUMI_80[5]
L1_LUMI_80[2]
L1_UPS[3]
NO_OPPQ_L1_LUMI_65[2]

DPS_L1_CLCM_LUMI_130[1]
DPS_L1_CLCM[1]
L1_PS2[1]
DPS_L1_CLCM_LUMI_120[1]
L1_PS2_LUMI_70[2]
L1_PS2_LUMI_70[1]
L1_CLCM_DPS[8]

Table 3: List of trigger paths used in this analysis. The number in parenthesis is the version

number.
’ Dataset ‘ Period ‘ Run range ‘ Catalog location ‘ Filesets ‘
0d 0 138425-186598 | cdfpbnt/xbhdid | 1-503
Oh 1-4 190697-203799 | cdfpbnt/xbhdih | 1-175
0i 5-10 | 203819-233111 | cdfpbnt/xbhdii 1-272
0j 11-13 | 233133-246231 | cdfpbnt/xbhdij 1-130
Ok 14-17 | 252836-261005 | cdfpbnt/xbhdik | 1-117
Om 18-27 | 261119-287261 | cdfpbnt/xbhdfm | 24-334
On 18 262870-263616 | cdfpbnt/xbhdfn 1-14

Table 4: Details of BStNtuples used in the analysis.

* q(1) x q(2) <0

|p:(1,2)] > 2 GeV/c;

|do(1,2)] = 0.007 cm;
e [n(1,2)] < 1.2;

o 2° < Ag < 90°

vertex quality x? < 30 and X%y < 155

|pe(1)| + |pe(2)] = 4.5 GeV/c;

For each D candidate we looped on the tracks in the Pions block looking for a soft pion

to form a D* — DY, candidate. We chose not to do a three-tracks vertex fit of the two
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Figure 9: Comparison between the invariant D7 -mass distributions of a B-MC sample of
D* — Dy with the D° — 77 (red) and D° — K7 (black) in linear (a) and log scale (b).

tracks from the neutral meson candidate and the soft pion. Since the soft pion has degraded
resolution on track parameters with respect to the two 2 GeV/c tracks, we checked that
little, if any, benefit would result from a full vertex fit. We therefore just associate the pion
to the charm candidate with simple requirements on relative longitudinal and transverse
separation. We only kept candidates with invariant D°rg-mass, M (D%7), less than 2.05

GeV/c?, which will retain all possible D* decays and provides enough sideband events to
observe the background distribution.

We use the variable M (D7), i.e. the invariant mass computed assigning the D° mass
to the candidate formed with the two trigger tracks and the pion mass to the soft track,
instead of the more usual difference between the reconstructed D* and DY mass [2] [3]. Even
if largely equivalent to the mass difference, this variable has the additional advantage that

no mass hypothesis is needed for the D tracks. Therefore all D° — h*Th’~ modes have the
same D* mass distribution, as shown in fig. 9.

4.2 Final selection cuts

In this first iteration of this analysis we did not devised a full optimization of the selection.
Owing to large event statistics and high signal purities already after offline confirmation of
the trigger cuts, we do not expect significant benefits from a dedicated optimization. Rather,
we chose a selection inclusive enough to keep the large statistics available adding just some
standard requirements for the soft pion. As a final requirements we select just D° candidates

that pass the trigger confirmation, as explained in [8], and that further match the following
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criteria:
e cach candidate has to be associated with a reconstructed primary vertex;

o [n(D°)] < 1;

|dzy (DY)| < 0.01 cm, to remove most part of not promptly produced DPs;

In(1,2)] <1

e [p:(1,2)] > 2.2 GeV/c

0.01 < |do(1,2)| < 0.1 cm
e # COT hits (1,2) > 40 and # COT Ax/St hits (1,2) > 10
o # Si ¢ hits (1,2) >3, # Si 90 hits (1,2) > 2 and # Si SA hits (1,2) > 1

To remove most part of not-prompt background tracks we require soft pions associated

to D* candidates to pass the following selection:
o |2(ms)| < 1.5 cm
o |do(ms)| < 0.06 cm

e [pr(ms)| > 0.4 GeV/c

In(ms)| < 1
e # COT hits (ms) > 30
e # Si hits (7s) >3

We also studied the possibility to use PID information (dE/dx and TOF) to further clean
our sample but any real gain in purity can be achieved from that (remember that dE/dx is
not calibrated for tracks with transverse momentum below 2 GeV/c and just about 50% of
the tracks are associated to a TOF measurement) so we decided to do not use PID in our

analysis.

4.3 Multiple candidates removal

Multiple D? and D* candidates may be present in the sample for various instrumental and
physics reasons. Since we do not know the effects of our cancellation method in case of
fake multiple candidates per event, and even a small fraction of events where the cancella-
tion is ineffective can spoil our goal of permille precision, we studied the contamination of
fake multiple candidates in our samples and removed them, as described in the following

subsections.
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Figure 10: (a) COT display of reconstructed tracks for run 186352 event 1739942, two D°
candidates are highlighted, each candidate is formed with a red and a yellow track. (b)
Distribution of the distance in track parameters (eq. (8)) for pairs of tracks from multiple D°
candidates with |M (7)) — mpo| < 24 MeV /c2.

4.3.1 Multiple DY candidate events

After trigger confirmation and final selection cuts our sample contains ~ 310 x 10% events with
more than one D° candidate and ~ 103 x 10% with just one. This fraction (fe ~ 4 x 107%
around the DY — 77 peak) is larger than what we expect.

Studying the topology of such candidates and their distribution in the tracking volume
we realized that a non negligible part of them were due to candidates that have a track in
common with a different candidate of the same event. Fig. 10 (a) shows an example. To
eliminate this ambiguity we decided to choose just one candidate, the one with the lowest
x?2, and remove the others from our sample. To do that we assumed that two reconstructed

tracks are associated to the same charged-particle trajectory if

e they have the same StnTrkId (the identification number associated to each track in the
BStNtuple) or

e they have the same charge and the Euclidean distance in the track parameters space,

dmig:¢mﬁ+Aw+A%+A%+A£, (8)
is less than 0.02.

Fig. 10 (b) shows the distribution of this distance for a sample of multiple D° candidates
with |M(77) — mpo| < 24 MeV/c?. The distribution of the total number of D° candidates
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Figure 11: Distribution of multiple D° (a) and D* (b) candidates at different stages of our

selection.

per event before and after this multiple candidates removing procedure is shown in fig. 11

(a): after removing fake multiple candidates the ratio f,,. becomes ~ 1.9 x 1075,

4.3.2 Multiple D* candidate events

A different approch is used for multiple D* candidate events. Fig. 11 (b) shows the distri-
bution of the number of D* candidates per DY candidate present in our sample. After our
final selection we have a fraction of ~ 2.2% of cases in which for a single D° candidate there
is more than one soft track available to form a D* candidate. By construction only one of
these candidates could be a real D*, the others should be fake.

Looking at the distribution of the distance of track parameters, as defined in eq. (8), calcu-
lated for each pair of tracks that are from multiple D* candidates with |M (77) — mpo| < 24
MeV/c? and |M(D%rs) — mp+| < 2.4 MeV/c? we found that about 23% of these events are
due to duplicated tracks (d < 0.02) and that the occurence of duplicated tracks is more
than 80% for transverse momenta in the range 0.4 — 0.45 GeV/c, as shown in fig. 12. More
likely these are tracks reconstructed with different tracking algorithms that overlap in that
transverse momenta interval.

Furthermore there are events in which both a positive and a negative soft pion are asso-
ciated to the same D° candidate, i.e. in these cases we completely loose the tagging power
provided by the strong D* decay.

Since it is not clear how to eliminate the ambiguity that comes from these kind of events

we decided, to avoid any possible bias, to choose randomly only one candidate whenever there
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Figure 12: Distribution of distance in track parameters (eq. (8)) (a) and mean transverse
momentum (b) for pairs of tracks from multiple D* candidates with |M(7m) — mpo| < 24
MeV/c? and |M (D rs) — mp«| < 2.4 MeV /c2.

were events with multiple D* candidates per D° candidate.

4.4 Tagged D° — K—7" and D° — "7~ samples

The selection described so far is common to all tagged and untagged D° — h+h/~ decays.
Sample-specific mass requirements to select a pure signal in each of the two different tagged
samples (D° — 7w and D° — K7 decays) used in this measurements are described in the
following. The measurement of the untagged D° — K7 uncorrected asymmetry is exhaus-
tively described in [9]. In this document we focus on the measurement of the uncorrected
asymmetries in these tagged channels and on the extraction of the physics asymmetry.

In addition to the requirements of sec. 4 we select the two tagged samples requiring the
two-body mass (M (Kr) for the D — Kn case and M(7r), for the DY — 77 case) to lie
within about 3¢ of the nominal D° mass (|M (hh') —mpo| < 24 MeV/c?) as shown in figs. 13
(a)-(b). The same figure also shows the M (D) distribution for the two samples after this
requirement is applied. Note how clean the D* peak is in both tagged samples, even if no

optimization was performed to extract the signal.

4.4.1 Reweighting of 7, distributions

The technique for suppressing detector-induced asymmetries in soft pion reconstruction is

supposed to work with desired accuracy only if the kinematics of the m¢ in the two tagged
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Figure 13: M(Km) (a) and M (wm) distributions (b) with regions used to define the two
tagged samples highlighted in red. M (D) distribution for the tagged D° — K7 (c) and

D — 77 (d) samples selected in the two red regions.

samples is the same'. Small differences between soft pion distributions associated to decays
in different D° final states (K7 or 77) may be possible due to trigger and reconstruction
biases. We checked for them and when necessary we reweighed the tagged D® — 77 sample

so that soft pion’s distributions look the same as in the tagged D° — K1 one.

"Remember the approximation §(ms)™™ & 8(ms)% ™" used to extract the final formula in eq. (5).
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Figure 14: Invariant Dms-mass distribution with highlighted the signal (red band) and
background (yellow band) regions (a) used in the sideband subtraction procedure to compare
transverse momentum (b), pseudo-rapidity (c) azimuthal angle (d), impact parameter (e)

and zp coordinate (f) distributions of soft pion tracks in the two tagged samples.
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We define a signal region around the D* peak and sideband region at higher M (D)
values as represented in fig. 14 (a). Then we compare normalized sideband-subtracted distri-
butions for tagged w7 and tagged K7 sample. We study a large set of 75 kinematic variables
(pr, m, ¢, dy and zp) and we observe small discrepancies only in pp and 7 distributions as
shown in fig. 14. We fit the ratio between the two histograms and we use the product of the
two resulted functions to estract the weight for the D° — 77 tagged sample, i.e. we assume
that the two effects are indipendent: weight(tot) = weight(p;) x weight(n)?.

All distributions shown in the following sections are reweighed in transverse momentum

and pseudo-rapidity as described above, unless otherwise stated.

4.4.2 The asymmetry as a function of mass

Fig. 15 shows the uncorrected CP asymmetry as a function of D%r,-mass. This is obtained
by determining, in each mass bin, the asymmetry between the event yield of D** candidates

(h4+) and D*~ candidates (h_):
_hy —h_
 hy+hoC

This plot is a direct representation of the measured quantity. The projection of the combined

ha

fit result on this view, as we will see in the following sections, is a powerful cross check of the

quality of the entire procedure.
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Figure 15: Uncorrected raw asymmetry as a function of the invariant D°r,-mass for the

tagged D° — K7 (a) and D — 77 (b) samples.

2We verified a posteriori that this assumption is a good approximation.
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5 Fit of tagged samples

Fig. 13 shows that the CDF II tracker provides enough mass resolution to separate the
different D° decay modes we are interested in from any other physical background. As a con-
sequence our samples have high purity and the only source of background comes from random
pions associated to a real D? candidate. To subtract this background all the information we
need is in the invariant D%7,-mass. A fit of this distribution for positive and negative D*s
determines events yields and can be used to compute the uncorrected asymmetries on the
two tagged samples that enter in eq. (5).

A joint binned fit to the M (D%r) distribution combining D** and D*~ decays in both

tagged samples is done to minimize a combined x? quantity, defined as
X?ot = X2+ + X2—7

where X%r and y2 are the individual chi-squared for the two distributions. The functional form
that describes the M (D) shape is assumed to be the same for both charges but individual
parameters can be let free to float and adjust themselves independently for positive and
negative charges. This aspect will be further discussed in the determination of systematic

uncertainties.

5.1 Templates

The CDF II simulation does not reproduce with enough accuracy the M (D%r,) shape. We
extracted the signal template to be used in the fit directly from data: we use the B-MC
sample of D** — D7} — [K~7"] decays just to determine the starting value of our signal
template and then we fit data to extract the template used in the combined fit. Since at this
stage we are not interested in possible differences between the two charges we extract the

signal shape fitting the summed histogram,
hs =hy + h_.

The signal lineshape is well described by a Johnson function,

1 e shosn T (2]

Jsu(x|p,0,0,7) =

)

Norm 1+(%)2

that accounts for the asimmetric tail of the distribution, plus two Gaussians,

1 _1l(z=p)2
G(z|p,0) = Nom © :(*54) 7

26



5 CDFRun i PreliminawIL dt =5.94 fb™*

x10
© [ N(D* - D¢ - [KTTJig +c.c.)=5102962+5595 \ PARAMETER \ FITTED VALUE \ NOTES
> i i XeIndi =223.84137 | — o6 Lo
= 300 sgn ) 5595
9 I 5 0.54 + 0.04
e i Iy, (-3.3+£0.2) x 1074
£ 200l o) (—9.840.7) x 10~
% - o ~0.38 + 0.02
i c 8y 1.14 £ 0.02
i » fer 0.58 4 0.02
1oor f Ha1 (3£8) x 107
- o (3.92 4 0.06) x 1074
i J o\ 1.840.3) x 104
0 A-/"'/ N, HG2 ( ) X B
2.005 2.010 2.015 IG2 (6.0£0.1) x 10
M(DT) [GeV/c?] | Nixg 409699 + 5160
o — ‘ b 0.66 + 0.01
~ 2 [ I | I 1 L 11 'l
3 2} ¢ 3443
0 W'uqﬁk}ww threshold (a) mpo + My fixed
-2F
c b
() (b)

Figure 16: Results from the preliminary fit on the tagged D° — K sample (both charges
together) aimed to extract signal shape template to be used in the combined fit. The total fit
projection (blue) on M (D) distribution is shown in (a) with overlayed all the components
of shape: the double Gaussian bulk (magenta), the Johnson tail (green) and the background
(red). The resulted fitted parameters are in table (b).

for the central bulk:

PDFgn(x) = frdsu(zlmps + py,07,85,77)
+ (1= f1) [fa1G(z|mp+ + pa1,061)
+(1 = fa1)G(z|mp + pa2,062)]

For the background we use the following as an empirical form

1

PDFuig(7) = Norm

(x _ a)be—c(l‘—a)7

so that the total function used in this preliminary fit is
F[M(D75)] = NignPDFggn[M (D 75)] + NpiegPDFpiq[M (D7)

Note that each PDF is truncated at the threshold value of mpo + m.

Fig. 16 shows the result obtained fitting data: all parameters are freely to float in the fit
with the only exception of a that is fixed to the threshold value.
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Using this data-driven parameterization, we fit simultaneously the M (D%x,) distributions
of D** and D*~ and extract the asymmetry. In this combined fit we leave background
parameterization free to vary, under the assumption that the functional form is the same
for both negative and positive samples, while in principle signal parameterization could be
different. To reduce sensitivity to the statistical fluctuations of the tagged w7 sample, we fix
the M (D) signal shape in the tagged DY — 77 fit to the one obtained fitting the higher
statistics tagged Km sample. This is justified because the M (D%r,) distribution obtained
using the nominal mass is independent of the specific D° — hTh'~ decay, once soft pion

distributions have been equalized.

5.2 Fit results

Fig. 17 shows the best fit result for the tagged D° — K7 sample: the table reports all the
parameters that are left free in the fit, the others are fixed to the value obtained in the
preliminary fit (fig. 16).

We tried to force both positive and negative signal shape parameters to be the same but
we observed that leaving 6 to vary indipendently for positive and negative decays the x?/ndf
value improves from 414/306 to 386/304 and the total fit projection gives a better description
of the asymmetry as a function of the invariant D%7g-mass in the range [2.008,2.010] GeV /c?.
Leaving other signal shape’s parameters free to vary independently for D** and D*~ does not
improve the fit quality significantly. Small differences between positive and negative signal
shapes may be expected since the COT has different resolutions for positive and negative
low momentum tracks. We don’t expect the source of this difference to be the background,
since the difference is visibile essentially in the signal region, where the correlation between
DYrg-mass and 7y transverse momentum is stronger. As explained in sec. 6.2 we will quote
a systematic error associated to that assumption.

Fig. 18 shows the best fit result for the tagged D° — 77 sample. As already stated we fix
the signal parameterization to the one obtained fitting the tagged K7 sample (fig. 17) while

all background parameters are left free to float.

The uncorrected asymmetries we evaluate from the two tagged samples are then:
P (K7m*) = (—-2.910+0.049)% and AFY (n7*) = (—1.86 +0.23)%

Combining, as in eq. (5), these two numbers with the raw asymmetry measured in the un-

tagged D° — K7 sample [0] (and considering just the statistical uncertainties for now) we
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Figure 17: Results from the combined fit on the tagged D° — K7 sample. Fit projection on
M (D°7#) distribution for positive (a) and negative (b) decays and on the asymmetry as a
function of M (D°r*) (c). The fitted parameters are shown in table (d).
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Figure 18: Results from the combined fit on the tagged D° — 77 sample. Fit projection on
M (D°7#) distribution for positive (a) and negative (b) decays and on the asymmetry as a
function of M (D°7®) (c). The fitted parameters are just the ones shown in table (d).
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found that the CP violating asymmetry in D® — 77~ decays is

Acp(rm) = AGp (7") — ACP (K7") + Acp (Km) =
(—1.86 £+ 0.23)% — (—2.91 £ 0.05)% + (—0.83 £ 0.03)% =
(+0.22 +0.24)%

As expected we have the possibilty to obtain the most precise measurement to date, with a

statistical uncertainty that is about two times better than current B-factories results.

6 Systematic uncertainties

We consider the following sources of systematics.

e Effects from assumptions and approximations of the method. These affect directly the
final, corrected Acp(7m) result:
1. factorization of K7 and mg reconstruction efficiencies;
2. non-cancellation of higher order instrumental asymmetries;
3. beam drag effects;
4.

contamination of not promptly produced D° mesons.
e Systematic uncertainties affecting the uncorrected symmetries:

1. effects of the specific choice of analytic shapes used in fits;

2. effect of possible differences between distributions of quantities associated to a
D*~ or D*T,;

3. effect of possible contamination from unexpected backgrounds;

4. effect from finite accuracy of reweighting functions.

Since the size of the data samples used is very high we decided to evaluate most of the
systematic uncertainties using the data itself. We modified the input to the fits to include
systematic variations and repeated the fit on data. The difference between these and the
central fit is taken as systematic uncertainty. This procedure is an overestimation of the size
of the systematic effect because it introduces and additional, statistical source of fluctuation
in the results. But we can comfortably afford that given the large event samples size involved.

A summary of all systematic uncertainties is shown in tab. 6.
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6.1 Assumptions and approximations in our method
6.1.1 Higher order effects and efficiency factorization ansatz

We checked the reliability of detector induced asymmetries cancellation by validating our
method on simulation as described in sec. 3. These studies provide an upper limit on possible
asymmetries induced by higher order non-cancelled detector effect and not factorization of
K7 and 7, reconstruction efficiencies. Based on the results shown, we assess the maximum

systematics from this source to be AAcp(nm) = 0.01%.

6.1.2 Beam drag effects

Color interactions may induce pseudorapidity-dependent asymmetries between the number of
produced charm and anticharm mesons. One could imagine that charm mesons emitted closer
to the beam and in the same direction may keep some residual “memory” of the underlying
beam through color correlations/interference. To cancel charge asymmetries in D° and D*
production due to beam drag effects our method assumes that our acceptance is symmetric
in pseudorapidity. The correction to Acp(7m) due to this assumption, as described in [1], is
of the order of the production charge asymmetry times the detector n asymmetry averaged
over the acceptance. The detector 7 asymmetry is evaluated measuring the forward-backward

asymmetry of the tagged K sample:

N(n>0)—-N(n<0)
N(n>0)+N(n<0)

App = = (1.15 £ 0.05)%.

Production charge asymmetry due to beam drag effects will result as a slope in charge asym-
metry vs 7. Fig. 19 show that this slope is measured to be (—0.38 £ 0.09)%. A systematic
error has been assessed multiplying these two numbers: AAcp(7wm) = 0.004%.

6.1.3 Non-promptly produced charm mesons

Our sample has a contamination from charm produced in b-hadron decays. Therefore their
initial relative yields could be spoiled by physics asymmetries in b—hadron decays. These
may be large for a single exclusive mode, but are expected to average to zero for inclusive
B — DX decays. However we should assess a possible effect from this source. If D% come

from B decays the asymmetry we are measuring is, at first order,
Acp(nm) = fpAcp(B — DO/D*X) +(1- fB)ACP(DO — )

So if both the contamination of not prompt D° decays, fg, and the inclusive asymmetry
Acp(B — D°/D*X) are large the asymmetry we measure could be essentially caused by CP

violation in B decays. We remove most part of not prompt decays by requiring the unsigned
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Figure 19: (a) Pseudo-rapidity distribution (top) and charge asymmetry as a function of
n(D°) (bottom) with linear fit overlaid (blue line) of sideband subtracted tagged D° — K
decays. (b) Fit to the dg, (D) distribution of the untagged DY — K sample.

impact parameter of the DY candidate not to exceed 0.01 cm. To estimate fp we fit the
day (D) distribution of the untagged D° — K7 sample in the whole range from [—0.1,0.1]
cm. We use four Gaussians to model this distribution: two for the prompt narrow peak and
the other two for the not prompt broad background. Fig. 19 shows the results. A 10.3%
fraction of candidates that are likely to come from B mesons decays is found. As described
in [9] we evaluate the asymmetry contributed by these candidates, by repeating the untagged
fit with inverted d,, cut and calculating the difference with respect to the central fit that is
Acp(B) = (0.18 £ 0.17)% .In this worst case scenario the associated systematic uncertainty
is then fpAcp(B) = 0.018%.

As expected we found that at the best of our knowledge, limited just by the finite size of the
untagged K7 sample, there is no contribution in the measured CP violating asymmetry from
non promptly produced D%s. Practically we could repeat our measurement removing the cut
on the D? impact parameter so to reduce the statistical resolution but, to be more conservative
and since this won’t be the prevalent contribution to the final systematic uncertainty, we

prefer to keep the current configuration as described in this note.
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6.2 Raw asymmetries extraction in the tagged samples

Since our fitting procedure is the same on both tagged samples we evaluate this kind of

systematic uncertainties directly on the quantity AgY (7n*) — AGY (K7*).

6.2.1 Shapes of fit functions

The signal shape used in the fit is extracted directly from data. To evaluate the uncertainty
due to this particular choice of the analytic signal shape we repeated the fit using for the
signal the parameterization extracted from MC. The results are shown in app. A.1: even if
the quality of the fit is unsatisfactory we observe only a small difference on the measured
asymmetries, which gives a variation on the tagged raw asymmetries difference of 0.006%.
The background shape parameters are floating in the fits. Assuming, as done for signal,
that the background shape of D? — K7 tagged decays is the same as in DY — 77 decays
we fix the background shape in the DY — 77 fit to the one obtained in the fit to the higher

statistic D° — K sample. The observed variation on the result is 0.003%.

The systematic uncertainty associated to the templates used in the fit is then evaluated
as the sum in quadrature: A[AEY (77*) — AGY (K7*)] = 0.007%.

6.2.2 Charge-dependent mass resolution

We observed small differences between M (D%7,) distributions of positive and negative D*
candidates selected in their D°(— K)7 decay. This is somewhat plausible because of pos-
sible tiny differences in tracking resolutions between positive and negative tracks at low
momentum. However, this is potentially dangerous for our measurement because it impacts
at first order in the observed asymmetry. To evaluate an associated systematic uncertainty
we repeated the fit after fixing signal shapes to be the same and/or leaving background shapes
to vary independently for positive and negative D* candidates. The values of the shape pa-
rameters in the D — 77 fit are always fixed to the ones obtained on the DY — K sample.
All results are shown in app. A.2 and summarized in tab. 5: the maximum observed variation
(i.e. the worst case) is 0.088%, which occurs when both background shapes’ parameters vary

independently for positive and negative samples while ¢ is combined.

6.2.3 Residual physics backgrounds

A further source of systematic uncertainty could be imperfect subtraction of physics back-
grounds. Our tagged samples are selected by requiring the D® mass within 24 MeV /c? from
the known value. We estimated with simulation that a ~ 0.22% (tagged w7 sample) and
~ 0.77% (tagged K) contamination from physics backgrounds survives this selection. The

contamination in the 77 sample is essentially due to the high mass tail of the DY — K peak
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Case x2/ndf Variation (%) on
Kr* ‘ mr AGY (™) — AGS (K7™)
0y, b, ¢ combined 414/306 | 301/306 0.019
d, b combined, ¢ free | 397/305 | 327/307 0.072
d7, ¢ combined, b free | 401/305 | 331/307 0.048
d; combined, b, ¢ free | 396/304 | 332/308 0.088
b combined, d;, ¢ free | 384/303 | 323/307 0.020
¢ combined, ¢, b free | 384/303 | 328/307 0.015
d7, b, cfree 383/302 | 328/308 0.012

Table 5: Variation on the fit results with respect to the central fit with different input

conditions.

while the tagged K7 sample is affected by a tail from partially reconstructed D° decays.
The asymmetry as a function of the D° mass, fig. 20, shows that no large differences arise
in observed asymmetry between our signal and background regions. We use the fitted value
of AZY (K7*) as possible asymmetry induced by imperfect subtraction of background in the
tagged D° — 77 sample. For the tagged D° — K sample we evaluate the background
asymmetry by fitting the asymmetry plot in fig. 20 (b) in the region M (Kn) < 1.8 GeV/c2.

The maximum bias in the fitted raw asymmetries difference is then given by

A[AGE (rm") — AGE (K7")] = 0.22% [AGp (nm") — AP (K77)]

—0.77% [ABY (Kn*) — AZY(M(Kr) < 1.8)] = 0.005%

6.2.4 Imperfect reweighing

To calculate reweighing functions we compared distributions of pure signals obtained by
means of sideband-subtraction. A systematic uncertainty arise from any imperfection in
this procedure. To evaluate an upper limit on the size of this systematic uncertainty we
re-calculated the reweighing functions without applying any sideband subtraction and we
repeated the fit on the tagged D® — 71 sample. We found a variation in the raw asymmetry

of AAEY (mm*) = 0.0001%, negligible with respect to the other systematic uncertainties.

6.3 Summary

Tab. 6 summarizes the set of systematic uncertainties considered in our measurement (the
systematic uncertainties on the extraction of the raw asymmetry in the untagged sample are
described in [9]). Assuming they are independent and summing in quadrature we obtain a

total systematic uncertainty on our final Acp(77) measurement of 0.10%. This achievement,
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Figure 20: Asymmetry as a function of M(n7) (a) and M(Kr) (b) for tagged D° decays.

The plots also show the asymmetry level of signals and backgrounds in both samples, the

difference between these two values is used to set an upper limit to the systematic uncertainty

that comes from not subtracted backgrounds in the two tagged samples.

not so obvious in flavor-physics measurement in hadron collisions, meets our initial goal of

suppressing the size of systematic uncertainties below the statistical ones.

Source of systematic uncertainty

Variation (%) on

5 () — Agp (K ) | Ay (Km) | Ace(rm)
Reliability of our cancellation — — 0.010
Beam drag effects — — 0.004
Contamination of not prompt D%s — — 0.018
Templates used in fits 0.007 0.005 —
Templates charge differences 0.088 0.044 —
Asymmetries from physical backgrounds 0.005 0.011 —
Samples reweighting 0.0001 0.0005 —
Subtotal 0.088 0.046 0.021
Total — — 0.101

Table 6: Summary of systematic uncertainties. The subtotal is the sum in quadrature of the

corresponding column, the total is the sum in quadrature of all uncertainties.
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Figure 21: Proper decay lenght distribution of sideband-subtracted tagged D — 7 data (a).

Combination of our measuremetn with current best results from B-factories in the parameter

space (aiélg,a%if,) (b).
7 Final result and conclusions

We reported the measurement of time-integrated CP violating asymmetry in D° — 77~

decays using 5.94 fb~! of Two Track Trigger data. The final result is
Acp(D° — ntn™) = [+0.22 £ 0.24 (stat.) £ 0.10 (syst.)] %,

which is consistent with CP conservation and also with the SM predictions.

To disentangle the independent contributions of direct and indirect CP violation in
DY — 77~ decays an analysis where the time evolution of charm decays is fitted is needed.
Nevertheless some interesting conclusions could be derived either comparing our result with

B-factories measurements or making some theoretical assumptions.

As stated in eq. (3), the measured integrated CP asymmetry is at first order the linear
combination of a direct, a%ifp, and an indirect, aicng, CP violating asimmetry through a coef-
ficient that is the mean proper decay time of DY candidates in the data sample. Fig. 21 (a)
shows that our tagged D° — 77~ sample has a mean proper decay time that is 2.66 times
the DY lifetime. This means that our measurement describes a straight band in the plane

(aicng,adcif)) with angular coefficient —2.66. The same holds for B-factories’ measurements,

with angular coefficient —1 [2], due to their reduced acceptance in charm decay time. Com-
bination of the three measurements allows construction of confidence intervals on both aiélg

and a%if). Fig. 21 (b) shows the combination assuming Gaussian uncertainties: the bands are

1o wide and the red curves represent the 68% and 95% CL limits of the combined result.
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Figure 22: Comparison of our measurement with B-factories ones assuming that no direct

(a) or indirect (b) CP violation can occur.

An even more interesting result could be obtained if we assume no direct CP violation
with rather good approximation in the charm sector, as SM expectations suggest [1]. In this
case eq. (3) simplifies to

Acp(rtn™) =~ <7t_—>aiélg

SO
ald = [+0.08 + 0.09 (stat.) £ 0.04 (syst.)].

This measurement would then imply that the range [—0.109,0.274]% covers ai(‘}g at the 95%
CL. Note that, since (t) /7 in our sample is greater than in B-factories ones, this range is more
than five times tighter than the ones obtained using B-factories measurements, as shown in
fig. 22 (a).

If, on the contrary, we assume CP conservation in DY — DY mixing, our number is directly
comparable to other measurements in different experimental configurations. In this case,
fig. 22 (b), our statistical uncertainties are half those from the best B-factories measurements,

and also systematic uncertainties are smaller.
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A.1 B-MC template for signals
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A.2 Differencies between positive and negative signal shapes
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A.2.2 Case 6;, b combined, c free
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Events/(0.10 MeV/c?)

Asymmetry
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A.2.3 Case §;, c combined, b free
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A.2.4 Case §; combined, b, ¢ free
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Events/(0.10 MeV/c?)

Asymmetry

D — 7 fit

CDF Run lI PreliminaryIL dt =5.94 fb*
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A.2.5 Case b combined, 7, c free
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Events/(0.10 MeV/c?)

Asymmetry

D — 7 fit

CDF Run lI PreliminaryIL dt =5.94 fb*

CDF Run Il Preliminary IL dt =5.94 fb™
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A.2.6 Case c combined, §;,b free
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Events/(0.10 MeV/c?)

Asymmetry

D — 7 fit
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A.2.7 Case d;, b, c free

DY — Kr fit
R «q0? COF Run i Preliminary [L dt = 5.94 fb™ R «1 ¢ COF Run i Preliminary [L dt = 5.94 o™
© L N(D*" - D¢ ~ [K'TCIE) = 2477261+ 2267 © L N(D* - DTt - [K'TTJ) = 2624977 + 2302
> - X2Indf = 382.74/302 2 3 Y2Indf = 382.74/302
= - = -
S 150 A S 150
— - — -
S - S -
@ - B -
c - = -
¢ 100 ¢ 100
| r L B
50| 50/
057005 2010 2.015 2.020 03005 2.010 2.015 2.020
M(Dr) [GeV/c?] M(Dr) [GeV/c?]
o ] o 4 C
oty
(@) () 2T
CDF Run II PreliminaryJ’L dt=5.94 b
> 02
= - AZ(D* - Dry - [KTm) = (-2.895 + 0.063)%
S i X2Indf = 382.74/302
§ i
(]
<
y + * + H PAR POS VALUE NEG VALUE ASYMMETRY
X m ﬁ | ! * { + Nygn | 2477261 + 2267 | 2624977 + 2302 | (—2.895 =+ 0.063)%
Npig | 210724 £ 1695 218137 + 1701 (—=1.73 £0.56)%
¥ 1.133 +0.002 1.144 4+ 0.002 (—4.7+£1.3) x 1073
i b 0.66 = 0.02 0.68 + 0.02 (—2.14+1.6)%
r c 35+3 39+3 (—=5.4£6.0)%
0-25005 5.010 5015 5020
M(D°r) [GeV/c?]
L 2 1
3 -
0 B I.l Il
mlj 1|[ 1
(c) 2 BB L (d)

54



Events/(0.10 MeV/c?)
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