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A search for the associated production of a top-quark pair with the Higgs boson (tt̄H) in
multilepton final states is presented. The search is based on a dataset of proton–proton
collisions at

√
s = 13 TeV recorded with the ATLAS detector at the CERN Large Hadron

Collider and corresponding to an integrated luminosity of 80 fb−1. Six final states, defined
by the number and flavour of charged-lepton candidates, and 25 event categories are defined
to simultaneously search for the tt̄H signal and constrain several leading backgrounds. The
tt̄W background normalisation is left unconstrained in the statistical analysis and the resulting
tt̄W normalisation is found to be higher than the theoretical prediction. An excess of events
consistent with tt̄H production, over the expected background from Standard Model processes,
is found with an observed significance of 1.8 standard deviations, compared to an expectation
of 3.1 standard deviations. Assuming Standard Model branching fractions, the best-fit value of
the tt̄H production cross section is σt t̄H = 294+182

−162 fb, which is consistent with the Standard
Model prediction. The impact on the tt̄H cross section measurement of the assumptions made
on the tt̄W background modelling is discussed.
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1 Introduction

Since the discovery of the Higgs boson by the ATLAS [1] and CMS [2] collaborations, its properties
have been studied using proton–proton (pp) collision data from the Large Hadron Collider (LHC). Initial
measurements of its interactions with other Standard Model (SM) particles focused on measurements of its
coupling to gauge bosons [3] followed, more recently, by measurements of its Yukawa interactions with the
τ-lepton [4, 5] and the bottom quark [6, 7].

In the SM, the Higgs boson is predicted to couple most strongly to the top quark. The top-quark Yukawa
coupling, expected to be of order unity, can be probed directly by measuring the cross section for associated
production of a Higgs boson with a top-quark pair (tt̄H). The tt̄H process was observed by the ATLAS
and CMS collaborations where each experiment combined dedicated searches exploiting the main Higgs
boson decay channels and using proton–proton collision data collected at

√
s = 13 TeV [8, 9].

This note reports the results of a search for tt̄H production at
√

s = 13 TeV using a dataset corresponding
to an integrated luminosity of 80 fb−1 collected with the ATLAS detector during 2015–2017. The
measurement uses six final states distinguished by the number and flavour of charged-lepton candidates
(electron, muon, and hadronically decaying τ lepton), denoted l. In the following, the term light lepton,
denoted `, refers to either electrons or muons. Multilepton signatures are primarily sensitive to the decays
H → WW ∗ (with at least one W decaying to leptons), H → τ+τ−, and H → Z Z∗ (with a subsequent
decay to llνν or llqq). The selection avoids overlap with the ATLAS searches for tt̄H production with
H → bb̄ [10], H → γγ [11], and H → Z Z∗ → 4` [12] decays. The main backgrounds to the tt̄H signal
arise from tt̄W , tt̄(Z/γ∗), and diboson (VV ) production, as well as from tt̄ production with additional light
leptons from heavy-flavour hadron decays, misidentified jets, or photon conversions (collectively referred
to as “non-prompt leptons"), and other processes where the electron charge is incorrectly assigned or where
jets are misidentified as τhad candidates. A binned maximum-likelihood fit is performed in all final states to
extract the tt̄H cross-section and the background normalisations. Many aspects of the analysis closely
follow Ref. [13] which uses 36 fb−1 of data, with key differences being the treatment of the tt̄W background
in the statistical analysis, and the background estimation procedure for non-prompt light leptons.

This note is organised as follows. Section 2 introduces the ATLAS detector. Section 3 describes the dataset
and Monte Carlo (MC) simulation samples used for this analysis as well as the associated uncertainties.
The reconstruction and identification of the physics objects, as well as their associated uncertainties, are
discussed in Section 4. The event selection and categorisation are explained in Section 5. Section 6
describes the methods used to estimate the backgrounds and their uncertainties. The statistical model
used and the results obtained are presented in Section 7. The cross-checks performed on the robustness of
statistical model and the impact of tt̄W modelling are discussed in Section 7.1.
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2 ATLAS detector

The ATLAS detector [14] at the LHC covers almost the entire solid angle around the collision point,1
and consists of an inner tracking detector surrounded by a thin superconducting solenoid producing a 2 T
axial magnetic field, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating
three large toroid magnet assemblies. The inner detector consists of a high-granularity silicon pixel
detector, including the insertable B-layer [15], and a silicon microstrip tracker, together providing a precise
reconstruction of tracks of charged particles in the pseudorapidity range |η | < 2.5. The inner detector also
includes a transition radiation tracker that provides tracking and electron identification information for
|η | < 2.0. The calorimeter system covers the pseudorapidity range |η | < 4.9. Within the region |η | < 3.2,
electromagnetic (EM) calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)
electromagnetic calorimeters, with an additional thin LAr presampler covering |η | < 1.8, to correct for
energy loss in material upstream of the calorimeters. Hadronic calorimetry is provided by a steel/scintillator-
tile calorimeter, segmented into three barrel structures within |η | < 1.7, and two copper/LAr hadronic
endcap calorimeters. The solid angle coverage is completed with forward copper/LAr and tungsten/LAr
calorimeter modules optimised for electromagnetic and hadronic measurements, respectively. The muon
spectrometer measures the trajectories of muons with |η | < 2.7 using multiple layers of high-precision
tracking chambers located in a toroidal field of approximately 0.5 T and 1 T in the central and endcap
regions of ATLAS, respectively. The muon spectrometer is also instrumented with separate trigger
chambers covering |η | < 2.4. A two-level trigger system [16], consisting of a hardware-based Level-1
trigger followed by a software-based High-Level Trigger (HLT), is used to reduce the event rate to a
maximum of around 1 kHz for offline storage.

3 Data and Monte Carlo samples

A dataset of pp collisions at
√

s = 13 TeV collected by the ATLAS experiment during 2015–2017 and
corresponding to an integrated luminosity of 79.9 ± 1.6 fb−1 is used. The uncertainty in the integrated
luminosity [17] is obtained using the LUCID-2 detector [18] for the primary luminosity measurements.
The number of additional pp interactions per bunch crossing (pileup) in this dataset ranges from about 8 to
70 interactions, with an average of 34. Only events recorded under stable beam conditions and for which
all detector subsystems were known to be in a good operating condition are used. The trigger requirements
are discussed in Section 5.

Monte Carlo simulation samples were produced for the different signal and background processes using
the configurations shown in Table 1, with the samples used to estimate the systematic uncertainties
indicated in parentheses. Pileup is modelled using events from minimum-bias interactions generated with
Pythia 8.186 [19] with the A3 set of tuned parameters [20] (referred to as the “tune”), and overlaid onto
the simulated hard-scatter events according to the luminosity profile of the recorded data. The generated
events were processed through a simulation [21] of the ATLAS detector geometry and response using
Geant4 [22], and through the same reconstruction software as the data. Corrections were applied to the

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector.
The x-axis points from the IP to the centre of the LHC ring, the y-axis points upward, and the z-axis coincides with the axis of
the beam pipe. Cylindrical coordinates (r,φ) are used in the transverse plane, φ being the azimuthal angle around the beam
pipe. The pseudorapidity is defined in terms of the polar angle θ as η = − ln tan(θ/2). Angular distance is measured in units of

∆R ≡
√

(∆η)2 + (∆φ)2.
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simulated events so that the particle candidates’ selection efficiencies, energy scales and energy resolutions
match those determined from data control samples. The simulated samples are normalised to their cross
sections, computed to the highest order available in perturbation theory.

3.1 t t̄H signal

The nominal sample used to model the tt̄H signal was generated using the next-to-leading-order (NLO)
generator Powheg-BOX v2 [23, 24] with the NNPDF3.0 NLO [25] parton distribution function (PDF)
set. The renormalisation and factorisation scales, µR and µF , are set equal to the geometric mean
of the transverse energies of the top quark, the antitop quark, and the Higgs boson. The Powheg-
BOX model parameter hdamp, which controls matrix element to parton shower matching and effectively
regulates the high-pT radiation, is set to 1.5 × (2mt + mH )/2 = 352.5 GeV. The parton shower (PS)
and hadronisation were modelled using Pythia 8.2 [26] and the A14 tune [27], and with Higgs decay
branching ratios calculated using Hdecay [28, 29]. The simulated sample is normalised using a cross
section of 507+35

−50 fb, which is computed at NLO in quantum chromodynamics (QCD) with the leading
NLO electroweak corrections (i.e. O(α2

sα
2)) [30–35]. Uncertainties include +5.8%

−9.2% estimated by varying
the QCD factorisation and renormalisation scales and ±3.6% due to uncertainties on the PDFs and
the strong coupling αs. Uncertainties affecting the modelling of the acceptance and event kinematics
include variations in the QCD factorisation and renormalisation scales, the choice of parton shower and
hadronisation model, the modelling of initial state radiation (ISR), and PDF uncertainties. The theoretical
uncertainties due to the QCD scale choice are estimated varying the renormalisation and factorisation scale
independently by a factor of 0.5 and 2.0 with respect to the central value. The largest variation is obtained
when varying both scales simultaneously in the same direction. Uncertainties due to the choice of parton
shower and hadronisation model are estimated by comparing the nominal prediction with that obtained
using an alternative sample generated with Powheg-BOX interfaced to Herwig7 [36]. The uncertainty
associated with the modelling of ISR is estimated by considering the Var3c A14 tune variation [27], which
correspond to a variation of αs in the A14 tune. The uncertainty due to the choice of PDF set is evaluated
using the PDF4LHC15 prescription [37], utilising 30 eigenvector shifts derived from fits to multiple NNLO
PDF sets. Finally, the uncertainties associated with the predicted Higgs-boson branching ratios [28] are
also considered.

3.2 t t̄W background

The simulated sample for tt̄W production was generated using the Sherpa 2.2.1 [41] generator with the
NNPDF3.0 NLO PDF set. The matrix element (ME) was calculated for up to one additional parton at
NLO and up to two partons at LO using Comix [43] and OpenLoops [42], and merged with the Sherpa
parton shower [44] using the MePs@Nlo prescription [45] and a merging scale of 30 GeV. The choice of
renormalisation and factorisation scales is µR = µF = HT/2, where HT is defined as the scalar sum of the
transverse masses

√
p2
T + m2 of all final state particles.

The nominal cross section for the simulated tt̄W sample is 601 ± 76 fb, which is computed at NLO in QCD
with the leading NLO electroweak corrections (i.e. O(α2

sα
2)) [28, 56, 57]. The uncertainties from QCD

scale and PDF+αS variations are ±12% and ±4%, respectively. This value of the cross section was used in
the previous result [13]. In this analysis, additional scaling factors to this cross section are applied to account
for missing QCD and electroweak corrections. Previous work [38] had shown that NLO QCD corrections to
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Table 1: The configurations used for the event generation of signal and background processes. The samples used to
estimate the systematic uncertainties are indicated in parentheses. V refers to production of an electroweak boson
(W or Z/γ∗). The matrix element (ME) order refers to the order in the strong coupling constant of the perturbative
calculation. If only one parton distribution function (PDF) is shown, the same one is used for both the ME and parton
shower generators; if two are shown, the first is used for the ME calculation and the second for the parton shower. Tune
refers to the underlying-event tune of the parton shower generator. MG5_aMC refers to MadGraph5_aMC@NLO
2.2.X or 2.3.X [38]; Pythia 6 refers to version 6.427 [39]; Pythia 8 refers to version 8.2 [26]; Herwig++ refers to
version 2.7 [40]; Herwig7 refers to version 7.0.4 [36]; MePs@Nlo refers to the method used in Sherpa [41–45] to
match the matrix element to the parton shower. Samples using Pythia 6 or Pythia 8 have heavy flavour hadron
decays modelled by EvtGen 1.2.0 [46]. All samples include leading-logarithm photon emission, either modelled by
the parton shower generator or by PHOTOS [47]. The masses of the top quark and SM Higgs boson were set to
172.5 GeV and 125 GeV.

Process Generator ME order Parton shower PDF Tune
tt̄H Powheg-BOX [23, 24] NLO Pythia 8 NNPDF3.0 NLO [25]/ A14

NNPDF2.3 LO [48]
(Powheg-BOX) (NLO) (Herwig7) (NNPDF3.0 NLO/ (H7-UE-MMHT)

MMHT2014 LO [49])
tHqb MG5_aMC LO Pythia 8 CT10 [50] A14
tHW MG5_aMC NLO Herwig++ CT10/ UE-EE-5

CTEQ6L1 [51, 52]
tt̄W Sherpa 2.2.1 MePs@Nlo Sherpa NNPDF3.0 NNLO Sherpa default

(MG5_aMC) (NLO) (Pythia 8) (NNPDF3.0 NLO/ (A14)
NNPDF2.3 LO)

tt̄(Z/γ∗) MG5_aMC NLO Pythia 8 NNPDF3.0 NLO/ A14
NNPDF2.3 LO

(Sherpa 2.2.0) (LO multileg) (Sherpa) (NNPDF3.0 NLO) (Sherpa default)
tt̄ → W+bW−b̄l+l− MG5_aMC LO Pythia 8 NNPDF3.0 LO A14
tZ MG5_aMC LO Pythia 6 CTEQ6L1 Perugia2012
tW Z MG5_aMC NLO Pythia 8 NNPDF2.3 LO A14
tt̄t, tt̄tt̄ MG5_aMC LO Pythia 8 NNPDF2.3 LO A14
tt̄W+W− MG5_aMC LO Pythia 8 NNPDF2.3 LO A14
tt̄ Powheg-BOX NLO Pythia 8 NNPDF3.0 NLO/ A14

NNPDF2.3 LO
Single top Powheg-BOX [53–55] NLO Pythia 8 NNPDF3.0 NLO/ A14
(t-, Wt-, s-channel) NNPDF2.3 LO
VV , qqVV , VVV Sherpa 2.2.2 MePs@Nlo Sherpa NNPDF3.0 NNLO Sherpa default
Z → l+l− Sherpa 2.2.1 MePs@Nlo Sherpa NNPDF3.0 NLO Sherpa default

tt̄W+1-jet production can be large. An inclusive scaling factor of 1.11 has been estimated using dedicated
samples generated with Sherpa 2.2.5 using the MePs@Nlo prescription, and cross-checked with the NLO
generator MadGraph5_aMC@NLO 2.2.1 [38] using the FxFx prescription [58]. In addition, recent
work [59] has shown that sub-leading NLO electroweak corrections for tt̄W production are larger than
expected, primarily because of the large NLO3 term driven by the tt̄W+1-jet diagrams with a Higgs
boson exchanged in the t-channel. The corresponding estimated scaling factor is 1.09. Therefore, after
applying these two scaling factors, the inclusive cross section, used to normalise the tt̄W sample becomes
727 ± 92 fb.2 As the tt̄W normalisation will be estimated in data (see Section 7), this uncertainty is not
2 The theoretical uncertainties are not revised based on the additional corrections considered, but are scaled proportionally to the
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included as a systematic uncertainty. This cross-section will be referred to as the “updated tt̄W theoretical
cross-section".

Systematic uncertainties due to missing higher-order QCD corrections are estimated by varying the
factorisation and renormalisation scales in the nominal sample simultaneously by a factor of 0.5 and 2.0
with respect to the central value. Uncertainties associated with the modelling of additional QCD radiation
are estimated by comparing the nominal tt̄W prediction with that of an alternative sample that was generated
at NLO (thus at lower order than for the nominal sample) with the MadGraph5_aMC@NLO 2.2.1
generator using the same scale choice and PDF set as for the nominal sample, and interfaced to Pythia 8.2
in combination with the A14 tune. This alternative sample was used as nominal sample in the previous
result [13]. Finally, the uncertainty due to the choice of PDF set is evaluated using the PDF4LHC15
prescription.

3.3 Other backgrounds

The simulated samples for tt̄(Z/γ∗),VV , and tt̄ production followRef. [60–62]. For the tt̄(Z/γ∗) sample, the
inclusive tt̄l+l−ME is computed at NLO, including off-shell Z and γ∗ contributions with m(l+l−) > 1 GeV.
A dedicated tt̄ sample including rare t → W bγ∗(→ l+l−) radiative decays, tt̄ → W+bW−b̄l+l−, is generated
using a LO ME and requiring m(l+l−) > 1 GeV. In this sample the photon can be radiated from the top
quark, the W boson, or the b-quark. Both the tt̄(Z/γ∗) and tt̄ → W+bW−b̄l+l− samples are combined
and together form the “tt̄(Z/γ∗) (high mass)" sample. The contribution from internal photon conversions
(γ∗ → l+l−) with m(l+l−) < 1 GeV are modelled by QED multiphoton radiation via the PS in an inclusive
tt̄ sample and is referred to as “tt̄γ∗ (low mass)". Further details on the generation settings for these
samples can be found in Table 1. Care has been taken to avoid both double-counting of contributions and
uncovered regions of phase space when combining the different simulated samples. The cross section for
inclusive tt̄l+l− production, with m(l+l−) > 1 GeV, is 162 ± 21 fb. This cross section is computed at NLO
in QCD and electroweak couplings [28, 38, 57]. The uncertainties from QCD scale and PDF+αS variations
are ±12% and ±4% respectively. The LO cross section from the tt̄ → W+bW−b̄l+l− sample is scaled by
a factor of 1.54, based on comparisons between the NNLO+NLL [63–67] and LO cross sections for tt̄
production, and assigned a 50% normalisation uncertainty. Uncertainties affecting the modelling of the
acceptance and event kinematics for the tt̄l+l− sample include the same QCD scale and tune variations as
considered for the tt̄H sample, PDF variations using the PDF4LHC15 prescription, and the comparison to
an alternative LO multileg sample (see Table 1). In the case of the inclusive tt̄ sample, the uncertainty in
the modelling of additional QCD radiation is assessed with two alternative samples generated with settings
that increase or decrease the amount of radiation [68]. Diboson backgrounds are normalised using the
cross sections computed by Sherpa 2.2.2, and a 50% normalisation uncertainty is assigned and treated
as uncorrelated among different subprocesses (W Z+light-jets, W Z+≥1c, W Z+≥1b, and Z Z+jets). Rare
background contributions (tZ , tt̄tt̄, ttWW , WtZ , VVV , ttt̄, tH jb and WtH) are normalised using their
NLO theoretical cross sections, and assigned a 50% normalisation uncertainty.

4 Object identification and uncertainties

Tracks are reconstructed in the inner detector. Interaction vertices from the pp collisions are reconstructed
from at least two tracks with transverse momentum (pT) larger than 400 MeV that are consistent with

scaling factors applied.
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originating from the beam collision region in the x–y plane. If more than one primary vertex candidate is
found, the candidate whose associated tracks form the largest sum of squared pT [69] is selected as the
hard-scatter primary vertex.

Muon candidates [70] are reconstructed by matching track segments in different layers of the muon
spectrometer to tracks found in the inner detector; the resulting muon candidates are refitted using the
complete track information from both detector systems. They are required to satisfy pT > 10 GeV and
|η | < 2.5 and to pass loose identification requirements [70].

Electron candidates are reconstructed from energy clusters in the electromagnetic calorimeter that
are associated with inner detector tracks [71]. They are required to have a transverse momentum
pT > 10 GeV and |ηcluster | < 2.47. The transition region between the barrel and endcap calorimeters,
1.37 < |ηcluster | < 1.52, is excluded. The associated track of an electron candidate is required to have at
least four hits in the silicon layers, one of them being in the innermost layer (or the next-to-innermost
layer if the innermost layer is non-operational), and no association with a vertex from a reconstructed
photon conversion [72] in the detector material (denoted “material conversion"). Loose and tight electron
identification operating points are used [73], based on a likelihood discriminant employing calorimeter,
tracking and combined variables that provide separation between electrons and jets. To further suppress
material conversions, additional requirements on the associated track pT and on the ratio of the electron’s
calorimeter energy and the track momentum are applied to tight electrons.

Calorimeter- and track-based isolation criteria are applied to electrons and muons that result in a 99%
efficiency in Z → `+`− events. Calorimetric isolation uses the scalar sum of transverse energies of clusters
within ∆R = 0.3 around the light-lepton candidate excluding the electron candidate’s cluster. Track
isolation uses the sum of transverse momenta of tracks with pT > 1 GeV consistent with originating from
the primary vertex, excluding the light-lepton candidate’s track, within ∆R = min(0.3, 10 GeV/pT(`)).

Non-prompt leptons, i.e. those produced at some displacement from the interaction point, are further
rejected using a boosted decision tree (BDT) discriminant based on isolation and b-tagging variables,
referred to as the non-prompt lepton BDT [13]. The efficiency at the chosen working point for muons
(electrons) satisfying the calorimeter- and track-based isolation criteria is about 80% (65%) for pT ∼ 20 GeV
and reaches a plateau of 95% (90%) at pT ∼ 45 GeV. The corresponding rejection factor against leptons
from the decay of b-hadrons is about 3.5 (10), after removing ambiguities between overlapping reconstructed
objects.

Tight electrons with incorrect charge assignment are rejected using a BDT discriminant based on calorimeter
and tracking quantities [71]. An efficiency of 95% for electrons with correct charge assignment is obtained
with a rejection factor of ∼17 for electrons with incorrect charge assignment.

The resulting tight electron candidates are further split into three categories: “material conversions",
“internal conversions", and "very tight". Material conversion candidates have a reconstructed displaced
vertex with radius r > 20 mm that includes the track associated with the electron. The invariant mass of
the associated track and the closest (in ∆η) opposite-charge track reconstructed in the silicon detector,
calculated at the conversion vertex, is required to be < 100 MeV. Internal conversion candidates are
required to fail the requirements for material conversions, and the di-track invariant mass, this time
calculated at the primary vertex, is also required to be < 100 MeV. Very tight electron candidates are tight
electrons that fail the internal conversion and material conversion requirements, and have |η | < 2. The
latter requirement rejects a small fraction of electrons with a large charge misidentification rate because of
the limited number of hits used in the track reconstruction.
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Table 2: The requirements applied to select loose (L), loose and minimally-isolated (L*), tight (T) and very tight
(T*) light leptons.

e µ

L L* T T* L L* T/T*
Identification Loose Tight Loose Medium
Isolation No Yes No Yes
Non-prompt lepton veto No Yes No Yes
Charge misidentification veto No Yes N/A
Material/internal conversion veto No Yes N/A
Lepton |η | < 2.47 < 2 < 2.5
|d0 |/σd0 < 5 < 3
|z0 sin θ | < 0.5 mm

Requirements on the transverse (d0) and longitudinal (z0) impact parameters are used to select leptons
originating from the primary vertex. Electrons and muons are required to satisfy |z0 sin θ | < 0.5 mm.
Electrons (muons) are required to have the transverse impact parameter significance |d0 |/σd0 < 5(3).
Muons are required to be separated by ∆R > min(0.4, 0.04 + (10 GeV)/pT,µ) from any selected jets
(explained below). If two electrons are closer than ∆R = 0.1, only the one with the higher pT is considered.
An electron lying within ∆R = 0.1 of a selected muon is rejected.

The different light-lepton selections used in the analysis are summarised in Table 2. Uncertainties in
light-lepton reconstruction, identification, isolation, and trigger efficiencies are taken into account, but
have a negligible impact in the analysis.

Jets are reconstructed from clusters built from energy deposits in the calorimeters [74, 75], using the anti-kt
algorithm with a radius parameter R = 0.4 [76, 77]. They are calibrated using simulation with corrections
obtained from in situ techniques [78]. Jets are required to satisfy pT > 25 GeV and |η | < 2.5. A Jet Vertex
Tagger (JVT) is used to remove jets associated to pileup vertices with pT < 60 GeV and |η | < 2.4 [79].
Any jets within ∆R = 0.3 of a selected electron or a hadronically decaying τ-lepton candidate are rejected.
The uncertainty in the jet energy scale [80, 81] is decomposed into uncorrelated components. The total jet
energy scale uncertainty varies from 1% to 2% depending on the jet pT. Differences in the fractions of jets
containing quarks and gluons between physics processes are accounted for in the jet energy scale.

Jets containing b-hadrons are identified (b-tagged) via a multivariate discriminant (MV2c10) combining
information from track impact parameters and secondary vertices [82–84]. A working point with an average
efficiency in tt̄ events of 70% for b-quark jets and rejection factors against light-quark/gluon jets, c-quark
jets and hadronically decaying τ leptons of 380, 12 and 55, respectively, is used. Correction factors derived
from data are applied to the simulated samples [83]. The uncertainties in the b-tagging efficiencies [82] are
also decomposed into uncorrelated components. The approximate relative size of the b-tagging efficiency
uncertainty is 2% for b-jets, 10% for c-jets and τ-leptons, and 30% for light jets.

Hadronically decaying τ-lepton candidates (τhad) are reconstructed from clusters in the calorimeters and
associated inner detector tracks [85]. They are required to have either one or three associated tracks, with a
total charge of ±1. Candidates must have transverse momentum pT > 25 GeV and |η | < 2.5, excluding the
EM calorimeter’s transition region, and to originate from the primary vertex. A BDT discriminant using
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calorimeter- and tracking-based variables is used to identify τhad candidates and reject jet backgrounds [86].
The medium working point has a target efficiency of 55% (40%) for one- (three-)prong τhad decays, while
the tight working point has an efficiency of 40% (30%) for one- (three-)prong τhad decays. Electrons that are
reconstructed as one-prong τhad candidates are removed using a BDT with an efficiency (rejection factor)
of 95% (30–100%) for real (fake) τhad candidates depending on the transverse momentum. Additionally,
τhad candidates are required to be separated by ∆R > 0.2 from any selected electron or muon candidates.
Any τhad candidate that is also b-tagged is rejected. The uncertainty in the identification efficiency for τhad
candidates is ∼6% [86].

The missing transverse momentum −→pTmiss (with magnitude Emiss
T ) is defined as the negative vector sum of

the pT of all selected and calibrated objects in the event, including a term to account for momentum from
soft particles in the event which are not associated with any of the selected objects [87]. This soft term is
calculated from inner-detector tracks matched to the selected primary vertex to make it more resilient to
contamination from pileup interactions.

5 Event selection and categorisation

Six final states, termed channels, are analysed, categorised by the number and flavour of loose lepton
candidates. Certain channels are further split into categories to gain significance. The selection criteria are
orthogonal such that each event only contributes to a single channel.

The six channels are:

• 2`SS: two same-charge light leptons and no hadronically decaying τ-lepton candidates;

• 3`: three light leptons and no hadronically decaying τ-lepton candidates;

• 4`: four light leptons;

• 1`2τhad: one light lepton and two opposite-charge hadronically decaying τ-lepton candidates;

• 2`SS1τhad: two same-charge light leptons and one hadronically decaying τ-lepton candidate;

• 3`1τhad: three light leptons and one hadronically decaying τ-lepton candidate.

Events in channels containing at least two light leptons are required to have been selected by dilepton
triggers. For the dielectron triggers the pT thresholds on the two electrons were 12 GeV in 2015, 17 GeV in
2016, and 24 GeV in 2017, while for the dimuon triggers the pT thresholds on the leading (sub-leading)
muon were 18 GeV (8 GeV) in 2015, and 22 GeV (8 GeV) in 2016 and 2017. For the electron+muon
triggers, the pT thresholds on the electron (muon) were 17 GeV (14 GeV) for all datasets. Events in the
1`2τhad channel are required to have been selected by a single-electron (single-muon) trigger with pT >
24 (20) GeV in 2015, while for 2016 and 2017, the lepton pT threshold was raised to 26 GeV. Selected
electrons or muons are required to match, with ∆R < 0.15, the corresponding leptons reconstructed by the
trigger and to have a pT exceeding the trigger pT threshold by 1 GeV or 2 GeV (depending on the lepton
trigger and data-taking conditions). The trigger requirement has an efficiency of 80% to 99%, depending
on the channel and the dataset, for signal events passing the final selections.

The selection requirements for each channel are summarised in Table 3. The separation of the tt̄H signal
from the background is achieved using multivariate techniques in the 2`SS, 3` and 1`2τhad channels, and
additional selection criteria in the 4` channel. No further event selection is applied in the 2`SS1τhad and
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Table 3: Offline selection criteria applied to the channels. The common selection criteria for all channels are listed in
the first line under the title “Common”. Same-charge (opposite-charge) lepton pairs are also referred to as same-sign
(opposite-sign) with abbreviation SS (OS). Same-flavour (SF), OS lepton pairs are referred to as SFOS pairs. In the
categories for conversions the selection requirements on one of the leptons are loosened as discussed in Section 4.

Channel Selection criteria
Common Njets ≥ 2 and Nb-jets ≥ 1
2`SS Two same-charge (SS) very tight (T*) leptons, pT > 20 GeV

No τhad candidates
m(`+`−) > 12 GeV for all SF pairs
13 categories: enriched with tt̄H , tt̄W , tt̄, mat. conv, int. conv.,
split by lepton flavour, charge, jet and b-jet multiplicity

3` Three loose (L) leptons with pT > 10 GeV; sum of light-lepton charges = ±1
Two SS very tight (T*) leptons, pT > 15 GeV
One OS (w.r.t the SS pair) loose-isolated (L*) lepton, pT > 10 GeV
No τhad candidates
m(`+`−) > 12 GeV and |m(`+`−) − 91.2 GeV| > 10 GeV for all SFOS pairs
|m(3`) − 91.2 GeV| > 10 GeV
7 categories: enriched with tt̄H , tt̄W , tt̄ Z , VV , tt̄, mat. conv, int. conv

4` Four loose-isolated (L*) leptons; sum of light lepton charges = 0
m(`+`−) > 12 GeV and |m(`+`−) − 91.2 GeV| > 10 GeV for all SFOS pairs
m(4`) < 115 GeV or m(4`) > 130 GeV
2 categories: Zenr (Z-enriched;1 or 2 SFOS pairs) or Zdep (Z-depleted; 0 SFOS pairs)

1`2τhad One tight (T) lepton, pT > 27 GeV
Two OS τhad candidates
At least one tight τhad candidate
Njets ≥ 3

2`SS1τhad 2`SS selection, except: One medium τhad candidate
Njets ≥ 4

3`1τhad 3` selection, except:
One medium τhad candidate, of opposite charge to the total charge of the light leptons
Two SS tight (T) leptons
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3`1τhad channels. The categories used in each channel are discussed here. Further details about how some
of these categories are used to estimate the background (also denoted “control regions") are provided in
Section 6. Section 7 discusses the statistical model and the distributions exploited by the fit in each category.
The TMVA package [88] is used to train BDTs in the 2`SS and 1`2τhad channels, while XGBoost [89] is
used in the 3` channel. Depending on the channel, between 7 and 26 variables are used as input to the
BDTs.

In the 2`SS channel, five event categories are defined for the background determination. Two of these
categories are defined by requiring the presence of an electron from either an internal conversion (2`IntC)
or a material conversion (2`MatC) as defined in Section 4. The remaining three categories are required to
contain either two or three reconstructed jets and are referred to as “low jet multiplicity (LJ)" categories.
Events in these three categories are grouped according to the flavour of the sub-leading lepton and those
with a sub-leading electron are split into those containing one or two b-jets (2`LJ(e1), 2`LJ(e2), and
2`LJ(µ)). The categorisation according to the flavour of the sub-leading lepton is motivated by the fact that
this lepton is more likely to be non-prompt. Two independent BDTs are trained on events with four or more
jets: one to separate tt̄H from tt̄ (i.e. non-prompt background), and the other to separate tt̄H from tt̄V ,
which is dominated by tt̄W . Categories enriched in tt̄H , tt̄W and tt̄ events are defined by two dimensional
cuts on the BDT outputs. The tt̄ category is split according to the flavour of the sub-leading leptons. Events
with four or more jets are further split into categories according to the lepton charge to exploit the charge
asymmetry in the tt̄W background. This results in six additional background categories (2`ttW+, 2`ttW-,
2`tt(e)+, 2`tt(e)-, 2`tt(µ)+, and 2`tt(µ)-) and two categories for the signal (2`ttH+, 2`ttH-). These eight
categories are referred to as “high jet multiplicity (HJ)" categories. In total, there are 13 categories in the
2`SS channel.

The 3` channel uses a five-dimensional multinomial BDT with the following five classification targets: tt̄H ,
tt̄W , tt̄ Z , tt̄ and diboson. The output discriminants are mapped into five categories to maximise the signal
significance (3`ttH, 3`ttW, 3`ttZ, 3`tt, and 3`VV). As for the 2`SS channel, two additional categories are
defined for conversions (3`IntC and 3`MatC) by loosening the requirements on one electron following
Section 4. In total seven categories are defined.

Cross-check analyses using a cut-and-count categorisation were also developed for the most sensitive 2`SS
and 3` channels. These follow the same basic event selection and categories are defined using selection
criteria based on the most highly ranked BDT variables including jet multiplicity, b-tagged jet multiplicity
and lepton flavour.

In the 4` channel, two categories are defined according to the presence (4`Zenr) or absence (4`Zdep) of a
same-flavour, opposite-charge lepton pair. The purity of the Z-enriched region is improved by applying a
requirement on a BDT trained to discriminate the tt̄H signal from the irreducible background arising from
tt̄ Z and Z Z production.

In the 1`2τhad channel, three categories are defined based on a BDT trained to discriminate the tt̄H signal
from the tt̄ background.

In total, 877 events are selected in the data, distributed over the 25 event categories considered in the
analysis, which have signal-to-background (S/B) ratios ranging from 0.3% to 104%. The total expected
number of reconstructed SM tt̄H events summed over all categories is 170, corresponding to 0.42% of
all produced tt̄H events. In the 2`SS1τhad and 3`1τhad channels, about 20% of the selected tt̄H events
have a non-prompt lepton or fake τhad candidate. These events are treated as signal and are corrected
using the dedicated normalisation factors for non-prompt leptons and fake τhad candidates discussed in
Section 6.2.
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6 Background estimation

Backgrounds are categorised into irreducible and reducible backgrounds. Irreducible backgrounds (Section
6.1) have all selected leptons as prompt, i.e. produced in W/Z boson decays, in leptonic τ-lepton decays,
or internal conversions. Reducible backgrounds have prompt leptons with misassigned charge (labeled as
“QMisID"; Section 6.2.1 ), at least one non-prompt light lepton (Section 6.2.2), or jets misidentified as
τhad candidates (fake τhad; Section 6.2.3). The QMisID and fake τhad backgrounds are estimated using
data-driven techniques, and all other backgrounds are estimated using the simulation. However, the yields
of some simulated backgrounds, including the key tt̄W and non-prompt-lepton backgrounds, are adjusted
via normalisation factors that are determined simultaneously with the tt̄H cross section by performing a
likelihood fit to the data across all categories as discussed in Section 7.

6.1 Irreducible backgrounds

Background contributions with prompt leptons originate from a wide range of physics processes with
the relative importance of individual processes varying by channel. The main irreducible backgrounds
originate from tt̄W and tt̄(Z/γ∗) production, followed by VV (in particular W Z) production, and have
final states and kinematic properties similar to the tt̄H signal. Smaller contributions originate from the
following rare processes: tZ , tW , WtZ , tt̄WW , VVV , tt̄t, and tt̄tt̄ production. The associated production
of single top quarks with a Higgs boson, tH , contributes at most 2% in any signal region and other Higgs
boson production mechanisms contribute negligibly (<0.2%) in any signal region; therefore, they are
treated as background processes and fixed to the SM predictions. Backgrounds with prompt leptons are
estimated from simulation using the samples described in Section 3, which also discusses the systematic
uncertainties in the modelling of these processes.

6.1.1 t t̄W background

The tt̄W background represents the dominant background particularly in the 2`SS and 3` channels across
multiple event categories, which span a wide range of kinematic regimes. Despite the use of the state-of-art
simulations, the accurate modelling of additional QCD radiation in tt̄W production remains challenging.
Categories sensitive to the tt̄W background have been introduced to the analysis to study and constrain
this background. The jet multiplicity distributions in the 2`SS and 3` channels after event selection are
shown in Figure 1. Disagreements between the data and the prefit prediction from the simulation are
observed. To minimise the dependence of the tt̄H signal extraction on the tt̄W prediction, three independent
normalisation factors for the tt̄W background are considered in the likelihood fit: two corresponding to
the LJ and HJ categories of the 2`SS channel, and one corresponding to the 3` channel categories. The
measured normalisation factors are: λ̂2`LJ

t t̄W
= 1.56+0.30

−0.28, λ̂
2`HJ
t t̄W
= 1.26+0.19

−0.18, and λ̂
3`
t t̄W
= 1.68+0.30

−0.28. The
agreement is improved after the application of the background corrections resulting from the likelihood fit,
in particular the above tt̄W normalisation factors. Additional uncertainties associated with the modelling of
the b-jet multiplicity and W -boson charge asymmetry in the tt̄W background are introduced to account for
observed discrepancies in the shape of these distributions between data and pre-fit background predictions
in the 2`SS and 3` channels (see Figure 2). The W -boson charge asymmetry is studied via the distribution
of the sign of the sum of lepton charges (referred to as “total charge"). These uncertainties are constructed to
affect only the shape of the b-jet multiplicity and total charge distributions, thus preserving the normalisation
of the tt̄W background after event selection. The uncertainty associated with the modelling of the b-jet
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multiplicity distribution is ±25% (∓35%) for events with exactly one (at least two) b-jets. The uncertainty
associated with the modelling of the total charge distribution is ±20% (∓35%) for events with positive
(negative) total charge. These additional uncertainties are treated as uncorrelated between the 2`SS and 3`
channels and are referred to as “extrapolation" uncertainties. In total, there are 41 uncertainties that are
included in the statistical model to describe the tt̄W background. Further details of the impact of the tt̄W
model is provided in Section 7.

6.1.2 Other irreducible backgrounds

The total yields in the 3`ttZ and 3`VV control regions are used in the likelihood fit to improve the
estimation of the background contribution from the tt̄(Z/γ∗) and VV processes. The rate of the background
from internal conversions with m(e+e−) < 1 GeV is estimated using the two dedicated control regions
(2`IntC and 3`IntC). The total yield in each category is used in the likelihood fit to determine the
following normalisation factor: λ̂IntCe = 0.83 ± 0.32, where the uncertainty is dominated by the statistical
uncertainty. The normalisation of the internal conversion background is validated by comparing data and
scaled simulation in a validation region enhanced in Z → µ+µ−γ∗(→ e+e−) candidate events, defined by
requiring two opposite-charge muons and one electron that satisfies the internal conversion requirements.
The level of agreement found between observed and predicted yields is within 25% (see first bin of
distribution in Figure 3(a)), which is assigned as a systematic uncertainty associated with the extrapolation
of the estimate from the internal conversion control regions to the other event categories.

6.2 Reducible backgrounds

6.2.1 Charge misassignment

Backgrounds with leptons with the charge incorrectly assigned affect primarily the 2`SS and 2`SS1τhad
channels and predominantly arise from tt̄ production, with one electron having undergone a hard
bremsstrahlung as well as an asymmetric conversion (e± → e±γ∗ → e±e+e−) or a mismeasured track
curvature. The muon charge misassignment rate is negligible in the pT range relevant to this analysis. The
electron charge misassignment rate is measured in data using samples of Z → e+e− events reconstructed as
same-charge pairs and as opposite-charge pairs, with the background subtracted via a sideband method. The
charge misassignment rate is measured separately for the three types of tight electrons (internal conversion,
material conversion, and very tight) and parameterised as a function of electron pT and |η |. For very tight
electrons, it varies from about 10−5 for low-pT electrons (15 ≤ pT ≤ 90 GeV) at |η | ≤ 1.37, to about
3 × 10−4 for high-pT electrons (pT ≥ 90 GeV) at 1.52 ≤ |η | ≤ 2. The measured charge misassignment rate
is then applied to data events satisfying the requirements of the 2`SS and 2`SS1τhad channels, except that
the two leptons are required to be of opposite charge, to estimate the QMisID background in each of the
corresponding event categories.

The electron charge misassignment measurement is validated by a closure test in simulation using same-
charge electron pairs, with the observed difference between measured and predicted rates taken as the
systematic uncertainty. Additional systematic uncertainties include the statistical uncertainty from the data,
the variation in the rates when the Z-peak range definition is varied, and the difference between the rates
for electrons and positrons in the simulation. The total systematic uncertainty in the charge misassignment
background estimate for very tight electrons is about 30%, with the dominant contribution at low pT
originating from the closure tests and at high pT from the statistical uncertainty.
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Figure 1: Comparison between data and signal-plus-background prediction for the distribution of jet multiplicity
in (a) the 2`SS channel and (b) the 3` channel after event selection and before further event categorisation (see
Section 5). The background contributions after the likelihood fit (“Post-Fit") are shown as filled histograms. The
total signal-plus-background prediction before the fit (“Pre-Fit") is shown as a dashed blue histogram. The tt̄H signal,
scaled according to the results of the fit, is shown as a filled red histogram added to the post-fit background. The size
of the combined statistical and systematic uncertainty in the signal-plus-background prediction is indicated by the
blue hatched band. The ratios of the data to the total pre- and post-fit predictions are shown in the lower panel. The
last bin in each figure contains the overflow.

6.2.2 Non-prompt light leptons

Non-prompt leptons originate from material conversions, heavy-flavour hadron decays, or the improper
reconstruction of other particles, with an admixture strongly depending on the lepton quality requirements
and varying across event categories. The main contribution to the non-prompt-lepton background is from
tt̄ production, followed by much smaller contributions from V+jets and single-top-quark processes. This
background is estimated from simulation, with data-driven corrections, in the 2`SS, 3`, 4`, and 2`SS1τhad
channels.

The non-prompt light leptons in the simulated tt̄ sample are labelled according to whether they originate
from heavy-flavour (HF) or light-flavour (LF) hadron decays, or from a material conversion candidate
(MatC). The HF category includes leptons from both bottom and charm decays. Simulated tt̄ background
events with a selected lepton with mismeasured charge are excluded because the charge misassignment
background is estimated from data, as described in Section 6.2.1.

Several of the event categories introduced in Section 5 are used to estimate the non-prompt light lepton
background. These control regions were designed to be enriched in specific processes. The 2`MatC
and 3`MatC control regions are enriched in electrons from material conversions. There are eight control
regions enriched in contributions from HF non-prompt leptons in tt̄ events: seven in the 2`SS channel and
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Figure 2: Comparison between data and signal-plus-background prediction for the event yields in (a) the 2`SS
channel and (b) the 3` channel after event selection and before further event categorisation (see Section 5), split in
four separate categories depending on the total charge and b-jet multiplicity. The background contributions after
the likelihood fit (“Post-Fit") are shown as filled histograms. The total signal-plus-background prediction before
the fit (“Pre-Fit") is shown as a dashed blue histogram. The tt̄H signal, scaled according to the results of the fit, is
shown as a filled red histogram added to the post-fit background. The size of the combined statistical and systematic
uncertainty in the signal-plus-background prediction is indicated by the blue hatched band. The ratios of the data to
the total pre- and post-fit predictions are shown in the lower panel.

one in the 3` channel. Kinematic distributions are used in four control regions to optimise the sensitivity
to the HF non-prompt electron and muon contributions. The distribution of the scalar sum of the lepton
pT (HT, lep), which provides separation against tt̄W (see Figure 3(b)), is used in the 2`LJ(µ) and 2`LJ(e2)
control regions. In the 2`LJ(e1) control region, the ∆R(`, `) distribution is used as it provides separation
against internal conversions, which are characterised by lower values of ∆R(`, `) since the virtual photon is
usually radiated by one of the reconstructed leptons. The 3`tt control region uses the output of the BDT
corresponding to the tt̄ category. The total event yield is used in all other control regions.

Normalisation factors for three non-prompt-lepton background contributions are estimated from the
likelihood fit. The normalisation factor for HF non-prompt leptons is estimated separately for electrons
and muons, λhade and λhadµ respectively. An additional normalisation factor is determined for the material
conversion candidates, λMatC

e . The measured normalisation factors are: λ̂MatC
e = 1.61 ± 0.48, λ̂hade =

1.12 ± 0.38, and λ̂hadµ = 1.20 ± 0.18, where the uncertainties are dominated by the statistical uncertainty.
Among the uncertainties associated with the non-prompt-lepton background estimation, the normalisation
factor λhadµ has the largest impact on the tt̄H cross section measurement. The systematic uncertainties
considered are discussed in the following, although they have a negligible impact on the final result.
The background estimation procedure for non-prompt light leptons relies on the simulation to predict
the kinematic distributions of the tt̄ process, and thus is affected by related modelling uncertainties (see
Section 3). Additional uncertainties are estimated by relaxing lepton criteria to enrich the samples in the
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different types of non-prompt leptons, and comparing the data with the simulation. A 25% uncertainty on
material conversions is assigned, based on the comparison between data and simulation in a validation
region of selected Z → µ+µ−γ∗(→ e+e−) candidate events, with a loose electron that fails the photon
conversion veto (see second bin in the distribution of Figure 3(a)). This uncertainty is applied to all
categories except for 2`MatC and 3`MatC as thus acts as an extrapolation uncertainty. A shape uncertainty
of up to 15% (6%) is assigned to the HF non-prompt electron (muon) background component from a
comparison between data and simulation when the second leading electron (muon) is only required to
be loose. The resulting differences between data and scaled simulation, after removal of the overall
normalisation effect, is considered as an additional uncertainty correlated bin-to-bin across all distributions
and event categories. As the contribution from LF non-prompt leptons is small, about 10% percent of the
contribution from HF non-prompt leptons, it is derived from the agreement between data and simulation
in a LF enriched region at low values of the non-prompt lepton BDT. The resulting uncertainty is 100%,
and is taken to be uncorrelated between the categories enriched in internal and material conversions,
and the rest of event categories. An additional uncertainty of 22% is assigned to the non-prompt light
lepton background estimate in the 2`SS1τhad channel from the comparison with an alternative data-driven
estimation based on the fake factor method [90].

Several studies were performed to validate the non-prompt-lepton background estimates and to confirm
that the data excess observed in several event categories is not because this background is mismodelled. In
Section 7 it will be shown that this excess is assigned by the fit to tt̄W -related fit parameters. A comparison
of the data to the total predicted background was made in different event categories of the 2`SS channel,
split by the flavour of the sub-leading lepton, which has a higher probability to be non-prompt, and the
b-jet multiplicity (see Figure 4(a)). There is good agreement with the pre-fit background prediction for
events with exactly one b-jet, but a significant data excess in events with at least two b-jets as shown with
the dashed blue curve. The excess is shown to be independent of the flavour of the sub-leading lepton and
hence uncorrelated with the fractional size of the non-prompt-lepton background. In addition, the b-jet
multiplicity in a region strongly enriched in non-prompt leptons, obtained by relaxing the lepton selection
requirements, is found to be well modelled. Finally, the score of the BDT which discriminates the tt̄H
signal from the tt̄ background is well-modelled in the non-prompt-lepton background-dominated region
(see Figure 4(b)). This BDT is one of the main discriminators between non-prompt leptons and other
backgrounds. In general, regions with large non-prompt backgrounds appear to be well modelled, however
regions with large contributions from the tt̄W background and small contributions from non-prompt leptons,
show significant discrepancies between data and the background prediction both in normalisation and in
shape.

Non-prompt light leptons in the 4` channel are grouped differently. As the contribution of LF electrons in
the 4` channel is negligibly small, it is fit together with the electrons from material conversions, while the
HF electrons are fit separately. A single normalisation factor is used for non-prompt muons accounting
for both HF and LF muons, as the latter are negligible. A control region is defined requiring three loose
light leptons, one or two jets, and at least one b-tagged jet, but excluding events passing the 3` selection.
The control region is separated into two categories according to the lepton flavour (eeµ and eµµ), each
of which is split in three bins of Emiss

T . The three normalisation factors obtained from a likelihood fit
in this control region are: λ̂4`,MatC

e = 1.4 ± 1.4, λ̂4`,had
e = 0.89 ± 0.41 and λ̂4`,had

µ = 1.07 ± 0.43, where
the uncertainties include statistical and systematic uncertainties, which are applied to each lepton. The
systematic uncertainty in each normalisation factor is estimated to be 40% by varying the pT requirements
on the leptons.
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Figure 3: (a) Comparison between data and prediction for the event yields in the 3` validation region enriched in
Z → µ+µ−γ∗(→ e+e−) candidate events, divided intro three categories depending on the requirements satisfied by
the electron: internal conversion, material conversion, or very tight. The comparisons are made after correcting
the simulation by the normalisation factors for internal conversions and material conversions resulting from the
likelihood fit to data in all categories (“Post-Fit”). (b) Comparison between data and prediction for the distribution of
the scalar sum of the lepton pT (HT, lep) in the 2`SS tt̄ control region at low jet multiplicity with a sub-leading muon,
after performing the likelihood fit to data in all categories (“Post-Fit”). The tt̄H signal, scaled according to the results
of the fit, is shown as a filled red histogram added to the post-fit background. In both figures the size of the combined
statistical and systematic uncertainty in the total prediction is indicated by the blue hatched band. The ratio of the
data to the total post-fit prediction is shown in the lower panel. The last bin in each figure contains the overflow.

6.2.3 Fake τhad candidates

In the 2`SS1τhad and 3`1τhad channels, the fake τhad background mainly arises from tt̄ and tt̄V events
with a jet misidentified as a τhad candidate. A control region is defined requiring two opposite-charge
leptons, at least three jets, at least one b-tagged jet, and at least one τhad candidate. This control region is
enriched in dileptonic tt̄ events, such that the selected τhad candidates primarily originate from jets, and are
used to determine a normalisation factor to correct a possible mismodelling of the fake τhad rate in the
simulation. The normalisation factor is measured as a function of pτhad

T and for one-prong and three-prong
τhad candidates separately. In the case of one-prong (three-prong) τhad candidates, the normalisation
factors range from 1.05 ± 0.06 (1.25 ± 0.42) for pτhad

T in the range of 25–45(25 – 50) GeV, to 0.64 ± 0.12
(0.52 ± 0.71) for pτhad

T ≥ 70(75) GeV. Systematic uncertainties include the statistical uncertainty in the
control region, the uncertainty on the contribution from real τhad candidates that is subtracted in the control
region, and the variation in the normalisation factors between the control region and a validation region
that is enhanced in Z+jets. The total systematic uncertainty depends on pτhad

T and is on average about 13%
(60%) for one-prong (three-prong) τhad candidates. Simulated events with both a non-prompt light lepton
and a fake τhad candidate are scaled by the product of their corresponding per-lepton normalisation factors.
The fraction of fake τhad background with an electron misidentified as a τhad candidate is ∼10% and is
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Figure 4: Comparison between data and signal-plus-background prediction in the 2`SS channel after event selection
for (a) the event yield, split in four separate categories depending on the flavour of the sub-leading lepton and the b-jet
multiplicity, and (b) the score of the BDT trained to discriminate tt̄H signal from tt̄ background. The background
contributions after the likelihood fit (“Post-Fit") are shown as filled histograms. The total background before the
fit (“Pre-Fit") is shown as a dashed blue histogram. The tt̄H signal, scaled according to the results of the fit, is
shown as a filled red histogram added to the post-fit background. The size of the combined statistical and systematic
uncertainty in the signal-plus-background prediction is indicated by the blue hatched band. The ratio of the data to
the total post-fit prediction is shown in the lower panel.

estimated with the simulation.

The dominant background in the 1`2τhad channel is tt̄ production with one or two fake τhad candidates.
Since in tt̄ events there is equal probability for a jet to be reconstructed as a positively or negatively
charged τhad candidate, the fake τhad background is estimated from a control region identical to the signal
region except that the τhad candidates are required to have the same charge. The selected sample in this
control region, after subtraction of the small contribution from tt̄H signal and backgrounds with real τhad
candidates estimated with the simulation, is used to predict the fake τhad background in the 1`2τhad signal
region. A systematic uncertainty of 30% for the estimated fake τhad background in the signal region is
estimated using a closure test of the method in simulation.

7 Analysis model and results

A maximum-likelihood fit is performed on all bins in the 25 event categories defined in Section 5 to
determine the tt̄H cross section and the normalisation factors of the tt̄W process and other backgrounds.
The tt̄H acceptance in each category is predicted by the simulation assuming the SM. Seventeen categories
from the 2`SS and 3` channels are used as control regions to either determine or constrain different
backgrounds (material conversions, internal conversions, tt̄ with non-prompt electrons and muons, tt̄W ,
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Table 4: Sources of systematic uncertainty considered in the analysis. “N" means that the uncertainty is taken as
normalisation-only for all processes and channels affected. Some of the systematic uncertainties are split into several
components, as indicated by the number in the rightmost column. The PDF uncertainties are correlated between the
tt̄H signal and the tt̄W background.

Systematic uncertainty Components
Luminosity (N) 1
Pileup modelling 1
Physics objects
Electron 8
Muon 11
Tau 7
Jet energy scale and resolution 28
Jet vertex fraction 1
Jet flavour tagging 17
Emiss
T 3

Total (Experimental) 77
Data-driven background estimates
Non-prompt light-lepton estimates (3`, 3`1τhad) 1
Fake τhad estimates 6
Electron charge misassignment 2

Total (Data-driven reducible background) 9
Template fit uncertainties
Material conversions 1
Internal conversions 1
HF non-prompt leptons 18
LF non-prompt leptons 2

Total (Template fit) 22

Systematic uncertainty Components
t t̄H modelling
Renormalisation and factorisation scales 3
Parton shower and hadronisation model 1
Higgs boson branching ratio 4
Shower tune 1
PDF 32
t t̄W modelling
Radiation 1
Generator 1
PDF 32
Extrapolation 4
t t̄ (Z/γ∗) (high mass) modelling
Cross section (N) 2
Generator 1
Renormalisation and factorisation scales 3
Shower tune 1
t t̄ modelling
Radiation 1

WZ modelling
HF composition (N) 3
Shower tune 1

Other background modelling
Cross section (N) 22

Total (Signal and background modelling) 120
Total (Overall) 218

tt̄ Z , and VV ). In 13 of the control regions the total event yield (i.e. a single bin) is used, but in the
remaining four control regions different kinematic variables are used to discriminate between tt̄ and tt̄W
backgrounds (see Section 6.2.2). The remaining eight categories are used as signal regions to measure the
tt̄H cross section. In the tt̄H categories of the 2`SS, 3`, and 1`2τhad channels a BDT discriminant is used
and the total event yield is used in the remaining four signal regions.

The likelihood function L(µ, ~λ, ~θ) depends on the signal-strength parameter, µ, defined as a multiplicative
factor to the yield for the tt̄H signal events, which are normalised to the SM prediction, ~λ, the normalisation
factors for several backgrounds (see Sections 6.1 and 6.2.2), and ~θ, a set of nuisance parameters (NP)
encoding systematic uncertainties in the signal and background expectations. Systematic uncertainties
can impact the estimated signal and background rates, the migration of events between categories, and
the shape of the fitted discriminants; they are summarised in Table 4. Both µ and ~λ are treated as free
parameters in the likelihood fit. The NPs ~θ allow variations of the expectations for signal and background
according to the systematic uncertainties, subject to Gaussian or log-normal constraints in the likelihood fit.
Their fitted values represent the deviations from the nominal expectations that globally provide the best fit
to the data. Statistical uncertainties in each bin due to the limited size of the simulated samples are taken
into account by dedicated parameters using the Beeston-Barlow technique [91].

19



2ℓttH+
2ℓttH −

3ℓttH
4ℓZdep

4ℓZenr
1ℓ2τ

3ℓ1τ
2ℓ1τ

0

0.5

1

1.5

 

D
a

ta
 /

 P
re

d
. 2ℓ ttH + 2ℓ ttH − 3ℓ ttH 4ℓZd ep 4ℓ Ze nr 1ℓ 2τ 3ℓ 1τ 2ℓ 1τ

1

10

210

3
10

410

E
v
e

n
ts

 /
 b

in ATLAS Preliminary
­1 = 13 TeV, 79.9 fbs

Post­Fit

Data =0.58)µ (Htt

Wtt
had

τFake 

*)(high)γ/Z(tt *(low)γtt

Diboson Non­prompt e

µNon­prompt Multi Non­prompt

QMisID Mat Conv

Other Uncertainty

Pre­Fit

(a)

2ℓIntC
2ℓMatC
2ℓtt(μ)−
2ℓtt(μ)+
2ℓtt(e)−
2ℓtt(e)+
2ℓttW−
2ℓttW+
2ℓLJ(e1)
2ℓLJ(e2)
2ℓLJ(μ)
3ℓMatC
3ℓIntC
3ℓtt 3ℓttW 3ℓttZ 3ℓVV

0

0.5

1

1.5

 

D
a
ta

 /
 P

re
d
. 2ℓ Int C 2ℓ Ma tC 2ℓ tt(μ )− 2ℓ tt(μ )+ 2ℓtt(e )− 2ℓ tt(e )+ 2ℓ ttW− 2ℓ ttW+ 2ℓ LJ (e

1)
2ℓLJ (e
2 )

2ℓ LJ (μ
)

3ℓ Ma tC 3ℓ Int C 3ℓ tt 3ℓ ttW 3ℓ ttZ 3ℓ VV

1

10

210

3
10

410

E
v
e

n
ts

 /
 b

in ATLAS Preliminary
­1 = 13 TeV, 79.9 fbs

Post­Fit

Data =0.58)µ (Htt

Wtt *)(high)γ/Z(tt

*(low)γtt Diboson

QMisID Mat Conv

Non­prompt e µNon­prompt 

Other
had

τFake 

Uncertainty Pre­Fit

(b)

Figure 5: Comparison between data and prediction for the event yields in (a) the eight tt̄H categories and (b) the
17 control-region categories. The background contributions after the likelihood fit (“Post-Fit") are shown as filled
histograms. The total background before the fit (“Pre-Fit") is shown as a dashed blue histogram. The tt̄H signal,
scaled according to the results of the fit, is shown as a filled red histogram added to the post-fit background. The size
of the combined statistical and systematic uncertainty in the total signal-plus-background prediction is indicated by
the blue hatched band. The ratio of the data to the total post-fit prediction is shown in the lower panel.

The test statistic q0 is defined as the profile likelihood ratio: q0 = −2 ln(L(0, ~̂λ0, ~̂θ0)/L( µ̂, ~̂λµ̂, ~̂θµ̂)), where
µ̂, ~̂λµ̂, and ~̂θµ̂ are the values of the parameters that maximise the likelihood function, and ~̂λ0 and ~̂θ0 are the
values of the parameters that maximise the likelihood function when fixing µ to zero. The test statistic is
evaluated with the RooFit package [92, 93] and is used to quantify how well the observed data agrees with
the background-only hypothesis.

The fitted µ̂ value is obtained by maximising the likelihood function with respect to all parameters and the
total uncertainty, ∆µ̂, is obtained from the variation of q0 by one unit from its minimum. An estimate of
the contribution from systematic uncertainties is found by subtracting in quadrature from ∆µ̂ the statistical
uncertainty, which is determined by redoing the fit to data after fixing all NPs to their best-fit values. The
contribution from the background normalisation factors is included in the statistical uncertainty. The
expected results are obtained in the same way as the observed results by replacing the data in each input
bin by the prediction from simulation and the data-driven fake and non-prompt estimates with all NPs set
to their best-fit values obtained from the fit to data. The significance is obtained from the test statistic using
the asymptotic formulae given in Refs. [94].

Figures 5(a) and 5(b) compare the data to the yields after the predictions were adjusted by the fit in the 25
event categories considered. In all categories, the observed yields agree with the fitted prediction within
uncertainties. The background before the fit is shown as a dashed blue histogram. Figure 6 shows the
distributions of the BDT discriminants used in selected categories with the bins used in the fit after the fit
to the data. In the remaining categories, only the event yields are used in the fit. Differences between the
data and the prediction are observed pre-fit, but overall good agreement is observed after the fit. Figure 7
shows the data, background and tt̄H signal yields, where the final-discriminant bins in all event categories
are combined into bins of log10(S/B), where S is the expected tt̄H signal yield and B the fitted background

20



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

2ℓttH+ BDT output

0

0.5

1

1.5

 

D
a

ta
 /

 P
re

d
. 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

10

20

30

40

50

60

70

80

90

E
v
e

n
ts

 /
 b

in

ATLAS Preliminary
-1= 13 TeV, 79.9 fbs

2ℓttH+

Post-Fit

Data =0.58)µ(Htt

Wtt *)(high)γ/Z(tt

*(low)γtt Diboson

QMisID Mat Conv

Non-prompt e µNon-prompt 

Other
had
τFake 

Uncertainty Pre-Fit

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

2ℓttH� BDT output

0

0.5

1

1.5

 

D
a

ta
 /

 P
re

d
. 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

10

20

30

40

50

60

E
v
e

n
ts

 /
 b

in

ATLAS Preliminary
-1= 13 TeV, 79.9 fbs

2ℓttH�

Post-Fit

Data =0.58)µ(Htt

Wtt *)(high)γ/Z(tt

*(low)γtt Diboson

QMisID Mat Conv

Non-prompt e µNon-prompt 

Other
had
τFake 

Uncertainty Pre-Fit

(b)

(c) (d)

Figure 6: Comparison between data and prediction for the BDT discriminants used in different tt̄H categories: (a)
2`ttH+, (b) 2`ttH−, (c) 3`ttH, and (d) 1`2τhad. The background contributions after the likelihood fit (“Post-Fit")
are shown as filled histograms. The total background before the fit is shown as a dashed blue histogram. The total
background before the fit (“Pre-Fit") is shown as a dashed blue histogram. The tt̄H signal, scaled according to the
results of the fit, is shown as a filled red histogram added to the post-fit background. The size of the combined
statistical and systematic uncertainty in the total signal-plus-background prediction is indicated by the blue hatched
band. The ratio of the data to the total post-fit prediction is shown in the lower panel.
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yield and B the background yield from the unconditional fit. The background yields are shown as the fitted values,
while the tt̄H signal yields are shown for the fitted value (µ = 0.58) and the SM prediction (µ = 1). The total
background before the fit is shown as a dashed blue histogram. The size of the combined statistical and systematic
uncertainty in the background prediction is indicated by the blue hatched band. The pull (residual divided by its
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(dashed orange line) indicates the pull of the prediction for signal with µ = 0.58 (µ = 1) and background relative to
the background-only prediction.
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yield. The total background before the fit is shown as a dashed blue histogram. The significance of the
observed (expected) excess above the background-only expectation (µ = 0) is 1.8 (3.1) standard deviations.
The best-fit value of µ is:

µ̂ = 0.58+0.26
−0.25 (stat.)+0.19

−0.15 (exp.)+0.13
−0.11 (bkg. th.)+0.08

−0.07 (sig. th.) = 0.58+0.36
−0.33. (1)

The best-fit value of µ for each individual channel and the combination of all channels are shown in
Figure 8. The individual channel results are extracted from the full fit but with a separate parameter of
interest for each channel. The probability that the six fitted signal strengths are compatible with a single
value is 98%.

Normalisation factors for several important irreducible and reducible backgrounds are determined by the fit
(see Section 6). Of particular interest are the three measured normalisation factors for the tt̄W background
in the 2`SS and 3` event categories: λ̂2`LJ

t t̄W
= 1.56+0.30

−0.28, λ̂
2`HJ
t t̄W
= 1.26+0.19

−0.18, and λ̂
3`
t t̄W
= 1.68+0.30

−0.28. They are
consistent with each other and systematically above unity, indicating a preference of the data for a higher
value of the tt̄W cross section than the updated tt̄W theoretical cross section (see Section 3). Because
the tt̄W modelling uncertainties are constructed to only affect the shapes of distributions while the total
yield is fixed, the normalisation factors represent a scaling factor for tt̄W events selected in this analysis.
Uncertainties to extrapolate the tt̄W scaling factor to the inclusive phase space are not included.

The contributions from the different sources of uncertainty on the measured signal strength is shown in
Table 5. The leading systematic uncertainty is in the jet energy scale and resolution. The most important
systematic uncertainties arising from theoretical predictions are in the modelling of tt̄W production and
the normalisation of the tt̄(Z/γ∗) background. The uncertainty associated with the τhad background
estimate is also significant. Only few NPs in the fit showed significant adjustments and/or constraints (see
Figure 13). Among them are the NPs associated with the b-jet multiplicity and total charge extrapolation
uncertainties on the tt̄W background in the 2`SS channel. They were adjusted by +0.33 and +0.75 pre-fit
standard deviations, respectively, and their uncertainties reduced by factors of 3 and 2, respectively. The
NP associated with the uncertainty in the closure of the non-prompt lepton estimate in 1`2τhad channel was
adjusted by −0.56 pre-fit standard deviations and its uncertainty reduced by a factor of 1.7; however, this
uncertainty does not significantly impact the tt̄H cross section measurement.

An extrapolation to the inclusive phase space, assuming SM tt̄H kinematics, is made and the measured
tt̄H production cross section is:

σ̂(tt̄H) = 294+132
−127 (stat.)+94

−74 (exp.)+73
−56 (bkg. th.)+41

−39 (sig. th.) fb = 294+182
−162 fb. (2)

The predicted SM cross section is σ(tt̄H) = 507+35
−50 fb computed at NLO in QCD and electroweak

couplings [28]. The measured cross section is consistent with the SM prediction within uncertainties.

7.1 Cross-checks

A number of cross-checks of the assumptions in the statistical model were performed. The measured signal
strength was found to be robust under these cross-checks, provided that the tt̄W normalisation was not
fixed. We report here six key cross-checks to test the robustness of the model and the consistency of the
results with other analyses.

A comparison was made between the results from the combination of the 2`SS and 3` categories in the
nominal multivariate analysis and those in the cross-check cut-and-count analysis, which has lower expected
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Table 5: Breakdown of the contributions to the uncertainties in µ̂. The contribution of the different sources of
uncertainty is evaluated after the fit described in Section 7. The total statistical uncertainty is evaluated, as described
in the text, by fixing all the nuisance parameters in the fit except for the free-floating background normalisation
factors. The contribution from the uncertainty in those normalisation factors is then included in the quoted total
statistical uncertainty rather than in the systematic uncertainty component. The statistical uncertainty evaluated after
also fixing the background normalisation factors is then indicated as “intrinsic statistical uncertainty". Statistical
uncertainties from data-driven background estimates are included within the experimental uncertainties. The other
quoted numbers are obtained by repeating the fit after having fixed a certain set of nuisance parameters corresponding
to a group of systematic uncertainty sources, and subtracting in quadrature the resulting total uncertainty of µ from
the uncertainty from the full fit. The same procedure is followed for quoting the individual effects of background
normalisation factors. Due to rounding effects and small correlations between the different sources of uncertainty,
the total systematic uncertainty is different from the sum in quadrature of the individual sources.

Uncertainty source ∆µ̂

Jet energy scale and resolution +0.13 −0.13
tt̄(Z/γ∗) (high mass) modelling +0.09 −0.09
tt̄W modelling (radiation, generator, PDF) +0.08 −0.08
Fake τhad background estimate +0.07 −0.07
tt̄W modelling (extrapolation) +0.05 −0.05
tt̄H cross section +0.05 −0.05
Simulation sample size +0.05 −0.05
tt̄H modelling +0.04 −0.04
Other background modelling +0.04 −0.04
Jet flavour tagging and τhad identification +0.04 −0.04
Other experimental uncertainties +0.03 −0.03
Luminosity +0.03 −0.03
Diboson modelling +0.01 −0.01
tt̄γ∗ (low mass) modelling +0.01 −0.01
Charge misassignment +0.01 −0.01
Template fit (non-prompt leptons) +0.01 −0.01
Total systematic uncertainty +0.25 −0.22
Intrinsic statistical uncertainty +0.23 −0.22
tt̄W normalisation factors +0.10 −0.10
Non-prompt leptons normalisation factors (HF, material conversions) +0.05 −0.05
Total statistical uncertainty +0.26 −0.25
Total uncertainty +0.36 −0.33

sensitivity relative to the background-only hypothesis (2.4 vs 1.4 standard deviations). This analysis
included the same tt̄W control regions as the nominal analysis. The resulting best-fit signal strengths
were found to be µ̂ = 0.67+0.44

−0.41 and µ̂ = 0.43+0.66
−0.65 for the 2`SS and 3` categories in the nominal and the

cut-and-count analyses, respectively. In both cases the best-fit tt̄W normalisation factors were found to be
high and consistent with those from the nominal analysis.

The combined fit was performed separately on the 2015–2016 dataset (36 fb−1) and the 2017 dataset (44
fb−1), which were recorded under different pileup conditions (average number of pp interactions per crossing
of 25 and 38, respectively). The resulting best-fit signal strengths were found to be consistent between both
datasets: µ̂ = 0.68+0.50

−0.45 and µ̂ = 0.52+0.45
−0.40, respectively. Similarly, the best-fit tt̄W normalisation factors
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were found to be high and consistent between both datasets.

An alternative scenario with a single tt̄W normalisation factor instead of three was tested. In this case the
best-fit values obtained are µ̂ = 0.70+0.36

−0.33 and λ̂t t̄W = 1.39+0.17
−0.16, with only minor changes to the rest of the

fitted parameters. The compatibility of this alternative fit with the nominal one is 28%, corresponding to
0.59 standard deviations.

The value of µ̂ obtained by this analysis was compared to that published using 36 fb−1 of data [13], which
was obtained with the tt̄W normalisation constrained within uncertainties to its NLO QCD+EW theoretical
cross section [28]. When the fit is performed in the current analysis with the tt̄W normalisation forced to
the same theoretical prediction, and without additional extrapolation uncertainties, a value of µ̂ consistent
with that of Ref. [13] is obtained on the same dataset. Compared to Ref. [13], this analysis has a factor of
three improvement in the tt̄W sensitivity, as a result of the reduced non-prompt-lepton background, the
improved event categorisation, and the higher integrated luminosity used. This allows fewer assumptions
in the background estimates to be made in the statistical analysis, and a larger value for the fitted tt̄W
normalisation is obtained.

Validation studies of the non-prompt-lepton background estimate (see Section 6.2.2) disfavour mismodelling
of this background being the explanation for the enhanced tt̄W normalisation factors. These studies, along
with the preference of the fit model to assign the observed data excess to tt̄W -related fit parameters, are
consistent with the data requiring a larger tt̄W normalisation compared to theoretical predictions and the
current estimate of the non-prompt-lepton background.

The value of λ̂t t̄W obtained by this analysis in the alternative scenario of a single tt̄W normalisation factor
(see above) was compared with that obtained by a previous measurement of the tt̄W cross section using
36 fb−1 of data [95]. Such measurement yielded λ̂t t̄W = 1.19 ± 0.26 with respect to the updated tt̄W
theoretical cross section (see Section 3).3 While both results are similar, a detailed assessment of their
compatibility is beyond the scope of this study.

8 Conclusion

A search for tt̄H production in multilepton final states using a dataset corresponding to an integrated
luminosity of 80 fb−1 of proton–proton collision at

√
s = 13 TeV recorded by the ATLAS experiment at

the LHC is presented. Six final states, targeting Higgs boson decays to WW ∗, ττ, and Z Z∗, categorised
by the number and flavour of charged-lepton candidates, are analysed. An excess of events over the
expected background from SM processes is found, which is interpreted as an observed significance of
1.8 standard deviations for a SM Higgs boson of mass 125 GeV. The expected significance for a SM
Higgs boson is 3.1 standard deviations. The best-fit result of the observed production cross section is
σ(tt̄H) = 294+182

−162 fb, in agreement with the SM prediction of 507+35
−50 fb. The normalisation factors

obtained for the tt̄W background in the phase space selected by this analysis are in the range 1.3–1.7 above
the updated theoretical predictions. In addition, modelling issues are observed in regions dominated by
tt̄W production. An improved description of the tt̄W background is needed to reach greater precision in
the future.

3 The number reported has been obtained by dividing the result of Ref. [95] by a factor of 1.21.
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Figure 9: Pre-fit S/B (black line) and S/
√

B (red dashed line) ratios for each analysis category. The background
prediction methods are described in Section 6.
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Figure 10: The fractional contributions of the various backgrounds to the total predicted background in each of the
25 event categories. The background estimation methods are described in Sect. 6: “Non-prompt (e/µ)", “Mat Conv",
and “QMisID" refer to the data-driven background estimates (largely tt̄ but also include other electroweak processes),
and rare processes (tZ , tW , WtZ , tt̄WW , VVV , tt̄t, tt̄tt̄, and tH) are labelled as “Other".
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(a) (b)

(c)

Figure 11: The distributions of the kinematic variables used in the three out of the four binned control regions: (a)
∆R(`, `) in the 2`LJ(e1) control region, (b) scalar sum of the lepton pT (HT, lep) in the 2`LJ(e2) control region (see
Figure 3(b) for the corresponding distribution in the 2`LJ(µ) control regions), and (c) BDT score for the tt̄ category
in the 3`tt control region. The background contributions after the likelihood fit (“Post-Fit") are shown as filled
histograms. The total background before the fit (“Pre-Fit") is shown as a dashed blue histogram. The tt̄H (tt̄W )
signal, scaled according to the results of the fit, is shown as a filled red (yellow) histogram added to the post-fit
background. The size of the combined statistical and systematic uncertainty in the total signal-plus-background
prediction is indicated by the blue hatched band. The ratio of the data to the total post-fit prediction is shown in the
lower panel. The last bin in each figure contains the overflow.
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Figure 12: Observed correlations between the signal strength µ and the normalisation factors for the tt̄W background
in the profile likelihood fit to the data.
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Figure 13: Ranking of the parameters included in the fit according to their impact on the signal strength µ. Only
the 15 most highly ranked parameters are shown. The empty blue rectangles correspond to the pre-fit impact on
µ and the filled blue ones to the post-fit impact on µ, both referring to the upper x-axis scale. The impact of each
nuisance parameter (NP), ∆µ, is computed by comparing the nominal best-fit value of µ with the result of the fit
when fixing the considered NP to its best-fit value, θ̂, shifted by its pre-fit (post-fit) uncertainties ±∆θ (±∆θ̂). The
black points show the pulls of the NPs relative to their nominal values, θ0. The nominal value for all NPs is θ0 = 0,
with the exception of the NP associated with the limited sample size in the estimation of the fake τhad background in
the 1`2τhad channel, for which the nominal value is θ0 = 1. These pulls and their relative post-fit errors, ∆θ̂/∆θ,
refer to the lower x-axis scale. The tt̄W normalisation factors (red points) also refer to the lower x-axis scale, and
correspond to the floating normalisations of the tt̄W background, for which the pre-fit impact on µ is not defined. The
nominal value of the tt̄W normalisation factors is 1, which corresponds to the tt̄W prediction based on the “updated
theoretical cross section" discussed in Section 3. For experimental uncertainties that are decomposed into several
independent sources, “NP I" corresponds to the first nuisance parameter, ordered by its impact on µ.
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Table 6: Offline selection criteria applied to the 2`SS and 3` channels in the cut-and-count analysis, together with
the event categories defined. The common selection criteria for all channels are listed in the first line under the
title “Common”. Same-charge (opposite-charge) lepton pairs are also referred to as same-sign (opposite-sign)
with abbreviation SS (OS). In the 2`SS channel the leading and trailing (in pT) SS leptons are denoted `0 and `1
respectively. In the 3` channel, the OS lepton (w.r.t the SS pair) is denoted `0, but is not necessarily the one with
highest pT; the remaining SS leptons are denoted `1 (closest in ∆R to `0) and `2 (the remaining one). Same-flavour
(SF), OS lepton pairs are referred to as SFOS pairs.

Channel Selection criteria
Common Njets ≥ 2 and Nb-jets ≥ 1
2`SS Two SS very tight (T*) leptons, pT > 20 GeV

No τhad candidates
m(`0`1) > 12 GeV
12 categories based on the following criteria:
· Number of jets: Njets = 4 or Njets > 4
· Number of b-tagged jets: Nb-jets = 1 or Nb-jets > 1
· Flavour of SS leptons: ee, µµ or opposite flavour (OF)

3` Three light (L) leptons with pT > 10 GeV; sum of light-lepton charges = ±1
Two SS very tight (T*) leptons, pT > 15 GeV
One OS (w.r.t the SS pair) loose-isolated (L*) lepton, pT > 10 GeV
No τhad candidates
m(`+`−) > 12 GeV for all SFOS pairs
|m(3`) − 91.2 GeV| > 10 GeV
12 categories based on the following criteria:
LjZPeak 3 ≤ Njets ≤ 5; 1 SFOS pair, m(`+`−) ∈ Zwin
HjZPeak Njets ≥ 6; 1 SFOS pair, m(`+`−) ∈ Zwin
LjHmZenr 3 ≤ Njets ≤ 5; m(`0`1) > 70 GeV; 1 SFOS pair, m(`+`−) < Zwin
HjHmZenr Njets ≥ 6; m(`0`1) > 70 GeV; 1 SFOS pair, m(`+`−) < Zwin
LjHmZdep_pp 3 ≤ Njets ≤ 5; m(`0`1) > 70 GeV; 0 SFOS pair; `1 and `2 positively charged
LjHmZdep_mm 3 ≤ Njets ≤ 5; m(`0`1) > 70 GeV; 0 SFOS pair; `1 and `2 negatively charged
LjLm1bZenr 3 ≤ Njets ≤ 5; Nb-jets = 1; m(`0`1) < 70 GeV; 1 SFOS pair, m(`+`−) < Zwin
LjLm1bZdep 3 ≤ Njets ≤ 5; Nb-jets = 1; m(`0`1) < 70 GeV; 0 SFOS pair
LjLm2bZenr 3 ≤ Njets ≤ 5; Nb-jets ≥ 2; m(`0`1) < 70 GeV; 1 SFOS pair, m(`+`−) < Zwin
LjLm2bZdep 3 ≤ Njets ≤ 5; Nb-jets ≥ 2; m(`0`1) < 70 GeV; 0 SFOS pair
HjLmZenr Njets ≥ 6; m(`0`1) < 70 GeV; 1 SFOS pair, m(`+`−) < Zwin
HjLmZdep Njets ≥ 6; m(`0`1) < 70 GeV; 0 SFOS pair

Zwin = [MZ ± 10 GeV], where MZ denotes the Z-boson pole mass.
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Figure 14: Comparison between data and prediction for the event yields in the categories in the 2`SS and 3`
channels from the cut-and-count cross-check analysis. The background contributions after the likelihood fit in the
cut-and-count analysis (“Post-Fit") are shown as filled histograms. The total background before the fit (“Pre-Fit") is
shown as a dashed blue histogram. The tt̄H signal, scaled according to the results of the fit, is shown as a filled
red histogram added to the post-fit background. The size of the combined statistical and systematic uncertainty in
the total signal-plus-background prediction is indicated by the blue hatched band. The ratio of the data to the total
post-fit prediction is shown in the lower panel.
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