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Abstract

A search for lepton flavor violating decays of the 125 GeV Higgs boson in the ut
and et decay modes is presented. The search is based on a dataset of 35.9 fb~! of
proton-proton collisions collected with the CMS detector in 2016, at a center-of-mass
energy of 13 TeV. The tau leptons are reconstructed in the leptonic and hadronic
decay modes. No significant excess over the standard model background expecta-
tion is observed. The observed (expected) upper limits on the branching fraction of
the Higgs boson are found to be B(H — ut) < 0.25(0.25)% and B(H — e1) <
0.61(0.37)% at 95% confidence level. These results are used to derive upper limits on
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VIVer P+ [Yee? < 2.26 x 103 at 95% CL.
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1 Introduction

The discovery of the Higgs boson [1-3] has generated great interest in exploring its proper-
ties. In the standard model (SM), lepton flavour violating (LFV) decays of the Higgs boson
are forbidden. Such decays can occur naturally in models with more than one Higgs bo-
son doublet [4]. They also arise in supersymmetric models [5-11], composite Higgs mod-
els [12, 13], models with flavour symmetries [14], Randall-Sundrum models [15-17], and others
[18-26]. The CMS Collaboration has published a search in the H — u7 channel [27] show-
ing an excess of data with respect to the SM background-only hypothesis at My = 125GeV
with a significance of 2.4 standard deviations (¢). A constraint is set on the branching frac-
tion B(H — ut) < 1.51% at 95% confidence level (CL), while the best fit branching fraction is
B(H — ut) = (0.847339)%. The CMS Collaboration has also reported searches for H — et
and H — ey [28] finding no evidence of a signal and setting limits, B(H — e7) < 0.69% and
B(H — eu) < 0.035% at the 95% CL. The ATLAS Collaboration reported searches for H — et
and H — ut, finding no significant excess of events over the background expectation, and set
limits of B(H — e7) < 1.04%, B(H — ut) < 1.43% at 95% CL [29, 30].

Indirect constraints arise because the presence of LFV Higgs boson couplings allows, 1 — e,
T — pu,and T — e to proceed via a virtual Higgs boson [31, 32]. The experimental lim-
its on these decays have been translated into constraints on B(H — eu), B(H — ut) and
B(H — et) [33, 34]. The null result for 1 — ey [35] strongly constrains B(H — et) < O(1078).
However, the constraints B(H — ut) < O(10%) and B(H — et) < O(10%) are much less
stringent. These come from searches for rare tau lepton decays [36] suchas T — eyand T — u7,
and the measurements of the electron and muon magnetic moment. Exclusion limits on the
electric dipole moment of the electron [37] also provide complementary constraints.

This paper describes a search for LFV decays of the Higgs boson with My = 125GeV. The
search is performed in four decay channels, H — ut, H — ut, H — et,, H — et,, where
Te, Ty and T, correspond to the electronic, muonic and hadronic decay channels of T leptons,
respectively. The decay channels, H — et. and H — ut,, are not considered due to the large
background contribution from Z boson decays. The expected final state signatures are very
similar to the SM H — 77 decays, studied by CMS [38, 39] and ATLAS [40], but with some
significant kinematic differences. The electron(muon) in the LFV H — e(u)7 decay is produced
promptly, and tends to have a larger momentum than in the SM H — 7,7, decay.

This paper is organized as follows. After a description of the CMS detector (Section 2) and of
the collision data and simulated samples used in the analysis (Section 3), the event reconstruc-
tion is described in Section 4. The backgrounds are common to all channels but with different
rates in each. They are described in Section 5. The event selection and background validation
are described separately for the two Higgs decay modes H — et and H — u7 in Section 6. The
results are then presented in Section 8.

2 The CMS detector

A detailed description of the CMS detector, together with a definition of the coordinate system
used and the relevant kinematic variables, can be found in Ref. [41]. The momenta of charged
particles are measured with a silicon pixel and strip tracker that covers the pseudorapidity
range || < 2.5, in a 3.8 T axial magnetic field. A lead tungstate crystal electromagnetic calori-
meter (ECAL) and a brass and scintillator hadron calorimeter, both consisting of a barrel section
and two endcaps, cover the pseudorapidity range 1| < 3.0. A steel and quartz-fibre Cherenkov
forward detector extends the calorimetric coverage to |;7| < 5.0. The outermost component of
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the CMS detector is the muon system, consisting of gas-ionization detectors placed in the steel
flux-return yoke of the magnet to identify the muons traversing the detector. The two-level
CMS trigger system selects events of interest for permanent storage. The first trigger level,
composed of custom hardware processors, uses information from the calorimeters and muon
detectors to select events in less than 3.2 us. The software algorithms of the high-level trig-
ger, executed on a farm of commercial processors, reduce the event rate to about 1 kHz using
information from all detector subsystems.

3 Collision data and simulated events

The analysis uses samples of proton-proton collisions collected in 2016 by the CMS experiment
at the LHC, at a center-of-mass energy of /s = 13 TeV, and corresponding to an integrated
luminosity of 35.9 fb™!. Isolated single muon and single electron triggers are used to collect
the data samples in the H — u7 and H — et channels respectively. Simulated samples of
signal and background events are produced with several event generators. The Higgs bosons
are produced in proton-proton collisions predominantly by gluon fusion (GF) [42], but also
by vector boson fusion (VBF) [43] and in association with a W or Z boson [44]. The H — ut
and H — et decay samples are generated with POWHEG 1.0 [45-49]. The MADGRAPH 5.1 [50]
generator is used for Z + jets and W + jets processes, AMC@NLO [51] for diboson produc-
tion, and POWHEG for tt and single-top-quark production. The POWHEG and MADGRAPH
generators are interfaced with PYTHIA 8 for parton shower, fragmentation, as well as T lepton
decays. The PYTHIA parameters for the underlying event description are set to the CUETP8M1
tune [52]. Due to the high luminosities attained during data-taking, many events have multiple
proton-proton interactions per bunch crossing (pileup). All simulated samples are reweighted
to match the pileup distribution observed in data. The CMS detector response is modelled
using GEANT4 [53].

4 Event reconstruction

The tracking system is able to separate collision vertices as close as 0.5 mm to each other along
the beam direction [54]. The primary vertex, assumed to correspond to the hard-scattering pro-
cess, is the vertex for which the sum of the squared transverse momentum p2 of all associated
tracks is largest. The pileup interactions affect the identification of most of the physics objects,
such as jets and leptons, and variables such as lepton isolation.

A particle-flow (PF) algorithm [55-57] combines the information from all CMS subdetectors to
identify and reconstruct the individual particles emerging from all interactions in the event:
charged and neutral hadrons, photons, muons, and electrons. The charged particles are re-
quired to be consistent with the primary vertex. The individual particles are then used to
reconstruct jets, hadronic T decays, and to quantify the isolation of leptons and photons and
reconstruct EMsS. The missing transverse energy vector, ErTniSS, is defined as the negative of the
vector pr sum of all identified PF objects in the event [58]. Its magnitude is referred to as E%ﬁss.
The variable AR = /(An)? + (A¢)?, where ¢ is the azimuthal coordinate, is used to measure
the separation between reconstructed objects in the detector.

Electron reconstruction requires the matching of an energy cluster in the ECAL with a track
in the silicon tracker [59]. Electron candidates are accepted in the range || < 2.5, with the
exception of the region 1.44 < || < 1.56 where service infrastructure for the detector is located.
Electron identification uses a multivariate discriminant that combines observables sensitive to



the amount of bremsstrahlung along the electron trajectory, the geometrical and momentum
matching between the electron trajectory and associated clusters, isolation, and shower-shape
observables. Additional requirements are imposed to remove electrons produced by photon
conversions.

Muon candidates are obtained from combined fits of tracks in the tracker and muon detector
seeded by track segments in the muon detector alone, including compatibility with small en-
ergy depositions in the calorimeters [60]. Identification is based on track quality and isolation.
The muon momentum is measured with the combined fit.

Hadronically decaying T leptons are reconstructed and identified using an algorithm [61, 62]
that selects the decay modes with one charged hadron and up to two neutral pions, or three
charged hadrons. A photon from a neutral-pion decay can convert in the tracker material into
an electron-positron pair, which can then radiate photons. These particles give rise to sev-
eral ECAL energy deposits at the same # value but separated in ¢. They are reconstructed
as several photons by the PF algorithm. To increase the acceptance for these converted pho-
tons, the neutral pions are identified by clustering the reconstructed photons and electrons in
narrow strips along the ¢ direction. The charge of 7, candidates is reconstructed by summing
the charges of all particles included in the construction of the candidate, except for the elec-
trons contained in strips. Identification and isolation conditions are enforced by requiring the
T, lepton candidates to pass a working point of a multivariate (MVA) discriminator that takes
as input various isolation variables and variables related to T lepton lifetime information. The
tight working point is used as it brings the best sensitivity to the analysis. Additionally, elec-
trons and muons misidentified as 7, candidates are rejected by using an MVA or a cut-based
discriminator, respectively. The specific working points depend on the final state studied and
on the background composition. leptons that decay to muons and electrons are reconstructed
as prompt muons and electrons as described above.

Jets misidentified as electrons or muons or are suppressed by imposing isolation requirements,
summing the neutral and charged particle contributions in cones of AR = 0.4 around the lep-
ton. The isolation of muons (electrons) is measured relative to their transverse momentum p¥,
by summing over the transverse momenta of PF particles in a cone with AR < 0.4 (0.3) around
the lepton:

Risw = (L pT - max [0, L pre= + ¥ pT — o8 (0)] ) /-

The energy deposited within the isolation cone is contaminated by energy from pileup and
the underlying event. The effect of pileup is reduced by requiring the tracks considered in
the isolation sum to be compatible with originating from the production vertex of the lepton.
The contribution to the isolation from pileup and the underlying event is subtracted on an
event-by-event basis. In the case of electrons, this contribution is estimated from the product of
the measured energy density p for the event, determined using the p median estimator imple-
mented in FASTJET [63], and an effective area corresponding to the isolation cone. In the case
of muons and hadronically decaying T leptons, it is estimated on a statistical basis through the
modified AB correction described in Ref. [60].

Jets are reconstructed from all the particles using the anti-k; jet clustering algorithm [64] im-
plemented in FASTJET, with a distance parameter of AR = 0.4. The jet energies are corrected
subtracting the contribution of particles created in pileup interactions and in the underlying
event [65]. Any jet within AR = 0.4 of the identified leptons is removed.

The transverse mass Mr (/) is a variable formed from the lepton (/) momentum and the missing
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transverse energy vector: M, = Vv 2pLEMISS(1 — cos Agy gmiss ) 1t is used to discriminate the
Higgs boson signal candidates from the W + jets backgr(T)uans. The collinear mass, M.}, pro-
vides an estimate of My using the observed decay products of the Higgs boson candidate. It is
constructed using the collinear approximation based on the observation that, since My > M-,
the T decay products are highly Lorentz boosted in the direction of the 7 [66]. The neutrino
momenta can be approximated to have the same direction as the other visible decay products
of the T (V) and the component of the EIT“iSS in the direction of the visible T lepton decay
products is used to estimate the transverse component of the neutrino momentum (p3 **"). The
collinear mass can then be derived from the visible mass of the 7-y or 7-e system (M,is) as
Meol = Myis/+/x¥s, where xV® is the fraction of energy carried by the visible decay products

of the T (x¥* = p%ws/ <p%“5 +pY est))‘

5 Background Estimation

The signal is a prompt isolated lepton, e or y, along with an oppositely charged isolated lepton
of different flavour (7, T or 7). The neutrino in the 7 lepton decay leads to the presence
of significant missing energy. The largest backgrounds to this signature are from Z — 7
decays and from W+jets and QCD multijet production. In the latter, PF objects (predominantly
jets), are misidentified as leptons. The misidentified lepton backgrounds are estimated with
collision data. Smaller backgrounds are estimated with simulation. These include tt pairs, SM
Higgs boson production (H — 77), WW, WZ, ZZ + jets, Wy*) 4 jets processes, and single
top quark production. The background estimation techniques are described in detail below.
The background estimation is validated with a loose selection for each channel (described in
following sections) by comparing the distributions of the kinematic variables with data. It is
also validated with control regions that are enhanced with the dominant backgrounds.

The Z — t7 background is estimated from simulation. The my, distribution in the Z + jets
samples is found to be different in data and simulation. This is corrected by reweighting the
generator-level p{’ and my, distributions in simulation so that the reconstructed distribution
matches the data. The Z — ¢/ background is also estimated from simulation. Corrections for
e — T, and p — T, misidentification rates are applied when the reconstructed 7, candidate
is matched to an electron or a muon, respectively, at the generator level. They are measured
in Drell-Yan events. The correction factors depend on the pseudorapidity of the lepton. The
tt+jets background is particularly important in the ey final state. It is estimated with simula-
tion. A correction based on the generated pr of the top and antitop quarks is applied to match
the pt distribution observed in data. The diboson and single top quark backgrounds, as well
as the background from SM Higgs boson decays are estimated with simulation. The SM Higgs
boson production contributes a small but not negligible background. It arises predominantly
from H — 77 but also H — WW decays and peaks at lower values of M, than the signal due
to additional neutrinos in the decays. The event selection described below uses a multivariate
discriminant that combines M, with a set of other kinematic variables. The SM Higgs back-
ground also peaks below the signal in the distribution of the mutivariate discriminant output.

Jets misidentified as leptons are a source of background arising from two sources, W + jets and
QCD multijet events. In W +-jets events one lepton candidate is a real lepton from the W decay
and the other is a jet misidentified as a lepton. In QCD multijet events both lepton candidates
are misidentified jets. In the Run 1 analysis, a fully data driven technique was used to estimate
the misidentified lepton background. It estimates the misidentified lepton background from
the two sources combined. In each of the four channels for this analysis (y 1,7, 4T ,eT,) the
misidentified lepton background has been estimated using the same method. In the ut. and



eT, channels it is also estimated using a semi-data driven technique used previously in the SM
H — 77 analysis in which the misidentified W +-jets background is estimated using simulation
and the QCD background with data. In this case we have checked that the two techniques are
consistent with the loose selection sample. However we use the semi-data driven technique
with the full selection in these channels as the fully data driven technique suffers from lack of
statistics.

Fully data driven technique

The misidentified lepton background is estimated from collision data by defining a sample
with the same selection as the signal sample, but inverting the isolation requirements on one of
the leptons, to enrich the contribution from W+jets and QCD multijets. The probability for PF
objects to be misidentified as leptons is measured using an independent collision data set, de-
fined below, and this probability is applied to the background enriched sample to compute the
misidentified lepton background in the signal sample. The technique is shown schematically in
Table 1 in which four regions are defined including the signal (I) and background (III) enriched
regions and two control Regions (II & IV), defined with the same selections as Regions I & III
respectively, except the leptons are required to have the same charge.

Table 1: Definition of the samples used to estimate the misidentified lepton (¢) background.
They are defined by the charge of the two leptons and by the isolation requirements on each.
The definition of not-isolated differs in each channel.

Region I Region II
12 1i (isolated) l 1* (isolated)
(5 (isolated) 05 (isolated)
Region III Region IV
14 f (isolated) 14 1i (isolated)
3 (not-isolated ) | /3 (not-isolated)

The rates with which jets are misidentified as electrons (fe), muons (f,), or 7, (f7), are estimated
in Z + jets events in data. This event sample is obtained by requiring a good Z boson candidate
plus one jet. The Z boson candidate is formed from two muons with pr > 26 GeV, || < 2.4,
passing a medium identification requirement, and have R{,, < 0.15. In the case of jet — e
misidentification rate, the muon relative isolation is loosened to Rfso < 0.25 to increase the
statistics while keeping a high purity Z sample. The muons are required to have an opposite
sign charge and 70 < M,,;, < 110 GeV. The misidentification rates are measured both in data
and in Z + jets simulation. The contribution from diboson events, where the jet candidate

corresponds to a real lepton, is subtracted using simulation.
The misidentification rates are then defined as

fi= N;(region I)
' Nj(region III) + Nj(region I)

where N; is the number of events passing the requirements for the regions as defined below
andi=e, 1.
Jets — T3, Estimation

T, candidates are defined as not-isolated if they pass a very loose isolation requirement and not
pass the tight isolation requirement used for the signal region (region I). The misidentification
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rates show a pr dependence that varies with the T decay mode and |77|. The misidentification
rates are applied as a function of pr for the different decay modes and |57| regions (|| < 1.5 or
In| > 1.5).

Jets — e Estimation

Electron candidates are defined as not-isolated if they pass the tight identification working
point and have 0.1 < R{_ < 0.5. In the signal region the electrons are required to pass the
tight identification working point and have R, < 0.1. The misidentification rate shows a

dependence on pr and is flat in ||

Jets — u Estimation

Muon candidates are defined as not-isolated if they pass a medium muon identification re-
quirement and have 0.15 < Rl < 0.25. In the signal region, muons are required to have

Iso
R{,, < 0.15. The misidentification rates are applied as a function of pr.

The number of misidentified background events in the signal region N;(regionI) is then given
by

N;(misidentified) = 7 Ji 7 N;(region III)
— Ji
Double-counted events with two misidentified leptons are subtracted. For example events

with a misidentified muon (electron) and a misidentified 1j, are subtracted in the H — 1, and
H — eTj, channels. This contribution is estimated as

fr-fj
1=fo)-1-5)

where j = e or 1. The contribution of diboson events is estimated by applying the method to the
corresponding simulation samples, and subtracted. The background estimation is validated in
like sign events by following the same procedure but with regions Il and IV instead of I and III.
The background estimation can also be validated in a W-enriched control region. The region
is obtained by selecting opposite sign events with Mr(p/e) > 60 GeV and Mr(7,) > 80 GeV.
Selecting opposite sign events better reproduces the jet flavour composition in the signal region.
The results of the background validation are given in the next section after describing the event
selection.

N;(misidentified) = N;(region III)

Semi Data Driven Technique

The W + jets contribution to the misidentified lepton background is estimated with simula-
tion. Simulated samples with different generated jet multiplicities are combined to improve
the statistical precision. The QCD multijet contribution is estimated with like sign collision
data events that pass the signal region requirement. The expected yield from non-QCD pro-
cesses is subtracted using simulation. The resulting sample is then rescaled to account for
differences between the composition in the like-sign and opposite-sign regions. The scaling
factors are extracted from QCD multijet enriched control regions, composed of events with the
lepton candidates satisfying relaxed isolation requirements.

6 Event Selection

In each decay mode a loose selection is defined first. The events are then divided into cate-
gories within each sample according to the number of jets in the event. This is designed to
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enhance the contribution of different Higgs production mechanisms. The jets are required to
have pr > 30 GeV and |y| < 4.7. The O-jet category enhances the GF contribution, while the
1-jet category enhances GF production with initial state radiation. The 2-jet GF category has
a further requirement that the invariant mass of the two jets M;; < 550 GeV while the 2-jet
VBEF category with the requirement M;; > 550 GeV enhances the VBF contribution. The thresh-
old on M;; has been optimized to give the best expected exclusion limits. The definition of
the categories is that same in both channels except that in the ey channel the M;; threshold is
500 GeV. The events selected are used to provide a high statistics validation of the background
estimation.

After the loose selection a set of eight kinematic variables is combined into a boosted deci-
sion tree (BDT). A binned likelihood is used to fit the distributions of the BDT output for the
signal and the background contributions. This is referred to as the BDT-fit analysis. As a cross-
check an analysis using a tighter set of selection criteria is also presented. In this case selection
requirements are placed on the kinematic variables and the M, distribution is fit. This is re-
ferred to as the M, -fit analysis. In this case the lepton pt requirements are constrained to be
very loose to avoid the backgrounds being biased to peak under the signal in the M,,; distribu-
tion. This degrades sensitivity compared to the BDT-fit analysis but requirements on additional
kinematic variables such as Mt (¢) are chosen to get the most stringent expected limits with this
constraint. In both analysis the modified-frequentist CL; method [67, 68] is used to set upper
bounds on the signal strength i, or determine a signal significance.

6.1 H— HTh

In the loose selection an isolated y and an isolated T, of opposite charge are required to lie in
the fiducial region and be separated by AR > 0.5. Events with additional electrons, muons,
or 7, candidates or at least one b-jet are vetoed. The lepton candidates are required to have
pr > 26 GeV, [n#| < 2.4, p{ > 30 GeV and |%| < 2.3. The tighter selection used for the
M, -fit analysis further requires M1(7;) < 105 GeV in the 0, 1 and 2-jet GF categories and
Mr(1,) < 85 GeV in the 2-jet VBF category.

A BDT is trained after the loose selection and combining all categories. The signal used is a
mixture of simulated GF and VBF events, weighted according to their respective production
cross sections. The same signal sample is used in all categories. The background is a collision
data sample of misidentified lepton events. This is the dominant background in this channel.
The leptons are required to be like sign and be not-isolated in order to be orthogonal to the
signal region, yet have the same kinematic properties. The input variables to the BDT are; pflf,

P Meol, RS, Mr (1), Ay (, ), Ap(py, ptt) and Ap(py, EF™).

The control region tests of the misidentified lepton backgrounds described in section 5 are per-
formed after the loose selection. The 7;, and y candidate isolation requirements are relaxed to
enhance statistics in a like-sign control region. Figure 1 shows the data compared to the back-
ground estimation in the control region. A 30% uncertainty is assigned to the misidentified
lepton background estimation. This uncertainty accounts for uncertainties in the misidenti-
fication rate, and for differences of background composition or jet flavour. The background
estimate is cross-checked using another W 4 jets enriched control region and the agreement
is comparable. The same samples and control regions are used in the H — eT;, channel with
similar agreement.
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6.2 H— ute

In the loose selection an isolated y and an isolated e of opposite charge are required to lie in
the fiducial region and be separated by AR > 0.3. Events with additional electrons, muons,
or T, candidates are rejected. Events with at least one b-jet are also rejected to reduce the tf
background contribution. The muon is then required to have py > 26 GeV, |7#| < 2.4, and
R{, < 0.15. The electron is required to have p$ > 10 GeV, |¢| < 2.3, and R}, < 0.1.

Iso Iso

The tighter selection used in the M_,-fit analysis requires p > 30 GeV for the Ojet category
and pi > 26 GeV in the other categories. In the O-jet, 1-jet , 2jets GF and 2-jets VBF categories
the transverse mass Mt (p) is required to be greater than 60, 40, 15 and 15 GeV respectively.
The neutrinos from the 7 lepton decay are approximately collinear to the electron direction
so an additional requirement is made on the azimuthal angle between the electron and the
Emiss: Ag(p$, EXss) < 0.7,0.7,0.5,0.3 for the O-et, 1-et, 2-ets GF and 2-jets VBF categories
respectively. In the 0-jet and 1et category it is further required that A¢(p$, pf) > 2.5, 1.0.

A BDT is trained after the loose selection, combining all categories. The background is a mixed
sample of tf and Drell-Yan events weighted by their cross-sections. The tf background is the
dominant background in this channel for the 2-jets category and also very significant in 1-jet.
It has many kinematic characteristics in common with the other backgrounds such as dibo-
son and single top. The Drell-Yan background is the dominant background in O-jet and 1-jet
category. The input variables of the BDT are; p}, p$, Moo, EX5, Mr(u), Mr(e), Ap(pS, ph),
Ap(ps, EP') and Ag(ph, EF™s).

The control region tests of the misidentified lepton backgrounds described in section 5 are
performed after the loose selection. The misidentified lepton background in this channel is
much less important than in the hadronic final states. Figure 1 shows the data compared to
the background estimation in the ¢f control region. The control region is the 2-jet selection but
with the additional requirement that at least one of the jets is b-tagged in order to enhance the
tt contribution The same sample and control region are used in the H — et, channel, except
with y — e, and give similar agreement.

35.9 fb™ (13 TeV) 35.9 fb™ (13 TeV) 35.9 fo (13 TeV)
< e LA m s e m e e B < — T — T £ 5000—T—T—T—T—TT—T—T T T T
2 [ CMS £ 1800 ECMS 4 3 [ CMS
‘aEJ 6000 [ Preliminary ’qé; [ Preliminary ] ‘5 | Preliminary § ovservea DZ‘"
o 3 e, ~+-observed| ]zt 1 5 1600 E i, ~+observed| |zt 4 3 4000 '_me .24 /W D ; N
F .Z«ee/uu Dmma; ] o .Z«ee/w Dﬁ.mels ] F D D
r - - 3 L Diboson Reducible
5000: [[oiboson [ JReducible 1 1400: [[oiboson [ Jreducible E L
WsvH-w —H - wr@=20%] 1200 :— WsvH-w—H - (a:zo%i 3000 i

4000F

DBkg unc

1000

D Bkg.unc E
3000F 1

2000

2000F

F 1000
1000F r

o= 100

0 100

200 300 200 300 200 300
Collinear Mass [GeV] Collinear Mass [GeV] Collinear Mass (GeV)

(a) Like-sign lepton region (b) W + jets enriched region (c) tt enriched region

Figure 1: M, in different control regions defined in the text. The distributions are pre-fit and
include both statistical and systematic uncertainties.
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6.3 H— et

The electron candidates are required to have p$ > 26 GeV, || < 2.1 and Rf,, < 0.1. The
7, candidates are required to have p' > 30 GeV and || < 2.3 and to pass a tight isolation
requirement. In each event, the electron and the 7, candidate are required to have opposite
sign charge, and to be separated by AR > 0.5. Events with additional electrons, muons, or
7, candidates are rejected. No requirement is made on the number of b-tagged jets as the tf
contribution is small. The tighter selection used for the M_,;-fit analysis further requires that
Mr(T,) < 60 GeV. A BDT is trained after the loose selection. The same training samples as
the H — uT, channel are used, except with y — e. The input variables to the BDT are also the

same except for the addition of the visible mass, My;s.

64 H— ety

In the loose selection the electron candidates are required to have p$ > 26 GeV, |1°| < 2.1 and
Rf, < 0.15. Muon candidates are required to have p} > 10 GeV, |"| < 2.4 and R < 0.1.
The electron and the muon candidates are required to have an opposite sign charge, and to be
separated by AR > 0.5. Events with additional electrons, muons, or 7, candidates are rejected.

No requirement is made on the number of b-tagged jets.

The tighter selection used in the M,y-fit analysis further requires A¢(p5, E‘T“iss) < 1.0 and
Mt () > 60 GeV. The large tf background is reduced by vetoing events with b-tagged jets, and
requiring P; > —60 GeV. P; is calculated as the difference of the projections of visible trans-
verse momentum of T decay products plus missing transverse momentum, ﬁﬁ + I3¥1§ + Pis,
and the visible transverse momentum of T decay products on the axis . Here, { is the axis
bisecting the directions I_"‘T"f and ﬁ¥‘§ of the electron and the muon in the transverse plane. The
definition is the following;:

P; = PP — 1.85P¢"

with PP = (PP + Pps + PF™)
and PP = (P} + Pp3)

A BDT is trained after the loose selection. It uses the same input variables as for the H — ute
channel with the addition of the visible mass, M;;. The background is a sample of simulated
tt events. The tf background is the dominant background in this channel for the 2-jet category
and very significant in the 1-jet category. It has many kinematic characteristics in common with
other backgrounds such as diboson and single top.

7 Systematic uncertainties

The systematic uncertainties affect the normalization or the shape of the distribution of the
different processes, and arise from experimental or theoretical sources. They are summarized
in Table 2. The uncertainties in the lepton (e, 3, Tj,) selection including the trigger, identifica-
tion, and isolation efficiencies are estimated using tag and probe measurements in collision
datasets of Z bosons decaying to ee, ppt, 7,7, [59-62]. The b-tagging efficiency is measured in
collision data and the simulation is corrected accordingly with the measurement uncertainty
as the systematic error. The uncertainties on the Z — ee, uy, 7t, WW, ZZ, W+, tt and single top
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Table 2: The systematic uncertainties in the expected event yield. All uncertainties are treated
as correlated between the categories, except those which have two values. In this case the first
value is the correlated uncertainty and the second value is the uncorrelated uncertainty for each
individual category. Anticorrelations arise due to migration of events between the categories
and are expressed as negative numbers.

Systematic uncertainty H—pute | H—um, H — ety H — e,
Muon trigger/ID/isolation 2% 2% 2% -
Electron trigger/ID/isolation 2% - 2% 2%
Hadronic 7 efficiency - 5% - 5%
b-tagging veto 2.0-4.5% 2.0-4.5% 2.0-4.5% -

Z — uu/ee +jets background 10%®5% - 10%®5% -

Z — 1T +jets background 10%®5% | 10%®5% | 10%®5% | 10%B55%
W +jets background 10% - 10% -
QCD multijet background 30% - 30% -
WW, Z7 background 50/0@50/0 50/0@50/0 50/0@50/0 50/0@5(70
tt background 10%®5% | 10%®5% | 10%D35% | 10%D55%
W + 7 background 10%®5% - 10%®D5% -
Single top production background | 5%®5% 5%®5% 5%@5% 5%@5%
u — 1, background - 25% - -

e — T, background - - - 12%
jet = T, i, e background - 30%310% - 30%D10%
Jet energy scale 3-20% 3-20% 3-20% 3-20%
Hadronic T energy scale - 1.2% - 1.2%

e — T, energy scale - 1.5% - 3%
Electron energy scale +o - +o +o
Muon energy scale 0.2% 0.2% - +o
Unclustered energy scale +o +o +o +o
acceptance scale (GF H) -3.0-2.0% | -3.0-2.0% | -3.0-2.0% | -3.0 -2.0%
acceptance scale (VBF H) -0.3-1.0% | -0.3-1.0% | -0.3-1.0% | -0.3-1.0%
QCD scale YR4 (GF H) 3.2% 3.2% 3.2% 3.2%
QCD scale YR4 (VBF H) 2.1% 2.1% 2.1% 21%
acceptance PDF (GF H) -1.5-0.5% | -1.5-0.5% | -1.5-0.5% | -1.5-0.5%
acceptance PDF (VBF H) -1.5-1.0% | -1.5-1.0% | -1.5-1.0% | -1.5-1.0%
PDF YR4 (GF H) 3.9% 3.9% 3.9% 3.9%
PDF YR4 (VBF H) 0.4% 0.4% 0.4% 0.4%
Bin-by-bin | Shape | Shape | Shape | Shape
Luminosity 2.5% 2.5% 2.5% 2.5%
Pile-up Shape Shape Shape Shape
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production background contributions arise predominantly from the measured cross sections of
these processes. The uncertainties in the estimation of the misidentified lepton backgrounds
are from the validation tests in control regions, described in section 6.

Shape and normalization uncertainties arising from the uncertainty in the jet energy scale are
computed by propagating to the fit templates of each process the effect of altering each source
of jet energy scale uncertainty by +1c¢. This takes into account differences in yield and shape.
There are 27 sources of jet energy scale uncertainty considered independently, fully correlated
between categories and T decay channels. The uncertainty on the 7, energy scale is treated
independently for each reconstructed decay mode. It is propagated to the collinear mass and
BDT distributions. The uncertainty in the energy scale of electrons and muons misidentified as
taus is propagated to the M., and BDT distributions. Systematic uncertainties on the electron
energy scale and resolution include the effects of electron selection efficiency, pseudorapidity
dependence, and categorization summed in quadrature. The resolution systematics have neg-
ligible effect. There is also an uncertainty in the unclustered energy scale. The unclustered
energy comes from jets below 10 GeV and PF candidates not within jets. It is also propagated
to EMisS, The unclustered energy scale is considered independently for charged particles, pho-
tons, neutral hadrons, and very forward particles which are not contained in jets. The effect
of shifting the energy of each particle by its uncertainty leads to both changes in shape of the
distribution and in the yield. The four different systematic uncertainties are uncorrelated.

The uncertainties on the Higgs production cross sections cause changes in acceptance when
the factorization and the renormalization scale are shifted. They affect the normalization and
result in migration between categories. Normalization uncertainties taken from Ref. [69] are
from the renormalization and factorization scale as well as the PDF and a; variations. They
depend on the production process and are correlated between categories. It is estimated from
simulation, and depends on the production process, Higgs boson decay channel and category.
It is correlated between categories.

The bin-by-bin uncertainties account for the statistical uncertainties in every bin of the template
distributions of every process. They are uncorrelated between bins, processes, and categories.
The uncertainty on the integrated luminosity affects all processes with normalization taken di-
rectly from simulation. Shape uncertainties related to the pile up have been considered varying
by 5% the minimum bias cross section in the computation of the pileup events in data. The new
values are then used to compute the weights for the simulation samples and these are applied,
event by event, to produced alternative collinear mass and BDT distributions used as shape
uncertainties in the fit.

8 Results

After applying the selection criteria, a maximum likelihood fit is performed in a final discrimi-
nation variable to derive the expected and observed limits. Each systematic uncertainty is used
as a nuisance parameter in the fit. The fits are performed simultaneously in all channels and
categories. The modified-frequentist CLs method [67, 68] is used to set upper bounds on the
signal strength, or determine a signal significance.

The M, -fit distributions for each category compared to the signal and background contri-
butions are shown in Fig. 2 and Fig. 5 in the H — ut and H — et channels respectively.
Figures 3 and 6 show the corresponding BDT-fit distributions. No excess over the background
expectation is observed. The observed and median expected 95% CL upper limits, and best fit
branching fractions, for B(H — u7) and B(H — ut), assuming My=125 GeV, are given for
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each category in Tables 3, 4, 5 and 6. The limits are also summarized graphically in Figures 4
and 7.

Table 3: The expected and observed upper limits at 95% CL, and best fit branching fractions
in percent for the different jet categories for the H — ut process obtained with the M_,-fit
analysis.

Expected limits (%)

O-jet 1et 2-jets VBF Combined
UTe < 1.01 <147 <323 <1.73 < 0.75
U <1.14 < 1.26 <212 <141 < 0.71
Ut <049

Observed limits (%)

0-jet 1et 2-jets VBF Combined
UTe < 1.08 <135 <3.33 <140 < 0.71
U, < 1.04 <174 < 1.65 < 1.30 < 0.66
Ut < 0.51

Best fit branching fractions (%)

0-jet 1et 2-jets VBF Combined
Ute | 0.13+043 | -022£0.75 | 022 £1.39 | -1.73 £1.05 | -0.04 + 0.33
ut, | -0.30 £20.45 | 0.68 £0.56 | -1.23 +1.04 | -0.23 = 0.66 | -0.08 £ 0.34
Ut 0.02 + 0.20

Table 4: The expected and observed upper limits at 95% CL, and the best fit branching fractions
in percent for each individual jet category, and combined, in the H — u7 process obtained with
the BDT-fit analysis.

Expected limits (%)

O-jet 1-jet 2-jets VBF Combined
UTe <0.83 <119 < 1.98 < 1.62 < 0.59
Uty <0.43 < 0.56 < 0.94 < 0.58 <0.29
UT < 0.25

Observed limits (%)

O-jet 1-jet 2-jets VBF Combined
UTe < 1.30 < 1.34 <227 <179 < 0.86
Uty < 0.51 < 0.53 < 0.56 < 0.51 < 0.27
UT < 0.25

Best fit branching fractions (%)

O-jet 1-jet 2-jets VBF Combined
Ute | 061 £036 | 022+0.46 | 039 £0.83 | 0.10£1.37 | 035+ 0.26
ut, | 0.12+£0.20 | -0.05+0.25 | -0.72 =043 | -0.22 = 0.31 | -0.04 £0.14
Ut 0.00 £0.12

No evidence is found for either the H — 1T or H — eT processes in the the 35.9 fb~! dataset at
13 TeV. The observed exclusion limits are a significant improvement over 8 TeV results [27, 28]
and the early 13 TeV 2015 result [70]. The new results exclude the branching fraction that
corresponded to the best fit for the 2.4 o excess observed in the 8 TeV H — ut channel results
at 95% CL, in both the M,;-fit and BDT-fit analysis. Table 7 shows a summary of the new 95%



13

2016, 35.9 fb™ (13 Tev)

in

2500

2016, 35.9 fb™ (13 Tev)

c T T
845000 F- CMS Preliminary ~+Observed[Jz—1t E
‘240000 = HT, 0 jet Wz - eelpp [t t+ets
B35000E- [Epiboson [[JReducible E
Lﬁ [ SM H 1t = H_ it (B=5%)3
30000 [[IBkg. unc =
25000 =
20000 =
15000 =
10000 =
5000F =
0
=3
Z1s
u\.! 1] ++ - ca e Tt
7 -+
Qo
o) 0.5
0 100 200 300
Collinear Mass [GeV]
2016, 35.9 fb™ (13 TeV)
c F T T 3
§12000F IS Prefiminary +Observed[Jz-m
i F [ 1jet Wz - eelpp [t t+ets ]
10000~ [piboson [JReducible ]
> F [ SM H - 10 = H_ it (B=5%)]
w - pa
8000: [IBkg. unc. E
6000 4
4000 3
2000F B
0 E T i =00 n 3
=3
|_>|_|< 15
P A e
Qo
o) 0.5
0 100 200 300
Collinear Mass [GeV]
2016, 35.9 fb (13 TeV)
c = T T
é 9000§ CMS Preliminary ~+-Observed[[]z -1t
& 8000F- |1, 2 jets gg-enriched [z -ee/up [t t+ets
c E h
@ 7000F [Epiboson [JReducible
> E — -
T 6000F- [ SM H— Tt = H - it (B=5%)
E [[IBkg. unc.
5000F-
4000
3000F
2000F-
1000F-
oE —— i
=3
|_>|J< 15
5 P = —.—
205
oo
0 100 200 300
Collinear Mass [GeV]
2016, 35.9 fb™ (13 TeV)
£ 600F T T =
o F CMS Preliminary ~+-Observed[ ]zt ]
@ 500 E ut, 2 jets VBF-enriched Bz - ee/uy [t t+jets ]
= Fh " =
k5 E [Epiboson [JReducible E
& a00F .SMHAH—HAW(B=5%L:
o [IBkg. unc. ]
300F e
200F e
100 e
0 E L =
=3
215
Yool — | joooehd
» * M e e S S
5 os

100

200 300

Collinear Mass [GeV]

Figure 2: Distribution of the collinear mass M,,; for the H — u7 process in M,,-fit analysis, in
the different channels and categories compared to the signal and background estimation. The
background is normalized to the best-fit values from the signal plus background fit while the
overlayed simulated signal corresponds to B(H — ut) = 5%. The bottom panel in each plot
shows the fractional difference between the observed data and the fitted background. The left
column of plots corresponds to the H — uT, categories, from 0O-jets (first row) to 2-jets VBF
(fourth row). The right one to their H — ut, counterparts.

— T -
S E' CMS Preliminary +ovseved  [Jz-r E
1] [ our, Ojet Mz-ceipn  [Mitvies
% 2000 [Moiboson  [Jreducible =]
Lﬁ o [ SM H -t W H it (B=5%)]
1500 [Mekg. unc 1
1000F 3
500 3
ok ]
=3
|_>|J< 5
= 1 R ettty ‘++‘+‘+
Qo
o .5
0 100 200 300
Collinear Mass [GeV]
2016, 35.9 fb™ (13 TeV)
c F T T B 7
o F CMS Preliminary ~+-Observed Z 1t ]
2 1200:_ pr,, 1jet Wz cotn  Mivies
§ 1000:_ [Moiboson  [JRreducible _:
] o [ sM H -t W H -t (B=5%)]
800 [Mekg. unc =
600 3
400 3
200f E
oF
=3
Z 15
R R | SYCSBURMPNCU o .
a + LT
(o) 0.5
0 100 200 300
Collinear Mass [GeV]
2016, 35.9 fb™ (13 TeV)
< 1200 T T
] F' CMS Preliminary ~+-observed  [Jz-1t ]
£ 1000 Hr,, 2jets gg-enriched  Mz-ceony  Miviers
% o [Moiboson  [JReducible ]
Lﬁ 800 [ sM H e te W H e (B=5%]
F [8kg. unc ]
600 1
400F 3
200F 3
ok 3
=3
215
N
§os
0 100 200 300
Collinear Mass [GeV]
2016, 35.9 fb™ (13 TeV)
£ F T T 7
& 50 CMS Preliminary ~+-Observed [zt 4
a E ur,, 2jets VBF-enriched Mz-eeny  Miwers ]
5 40F [Moiboson  [Jreducible -
Lﬁ o I sM H -t W H e (B=5%)]
30 F [8kg. unc ]
2of- E
10F 3
0
=3
15
X i
LI\J' 1] o | H e
P I s = L e
o~ - ! !
0 100 200 300

Collinear Mass [GeV]



14

8 Results

2016, 35.9 fb™ (13 Tev)

.£80000
2
B70000
5]
Iieoooo
50000
40000
30000
20000
10000

C NI| S Preliminary '

+DblservedDZ<n
Wz - eelpp [t t+ets
[Epiboson [[JReducible
[ SM H- Tt ==H_ it (B=5%
[IBkg. unc

0
=3
S
w
= 1 +
2
(o) 0.5
-0.2 0 0.2
BDT discriminator
2016, 35.9 fb™ (13 TeV)
< F T T T 3
£25000 F- CMS Preliminary ~+-Observed[ ]zt =
i) F Wz - eelpp [t t+ets ]
520000:— [Epiboson [JReducible _:
Lﬁ o [ SM H- 1t =H_ it (B=5%)
15000 [Bkg. unc. 3
F ——— . ]
10000 3
5000 3
ok . i—-—
=3
215
gl e
P i g
(o) 0.5
-0.2 0 0.2
BDT discriminator
2016, 35.9 fb (13 TeV)
£ 9000F ~pr T T
o E° CMS Preliminary ~+-Observed[[]z -1t
£ 8000F- [l 2 jets gg-enriched [z - ee/up [t t+jets
q:, 7000;_ Eleosun [[JReducible
i1} E SM H 1T ==H-. it (B=5%)
60005 [IBkg. unc.
=3
< 15
N . 1
4 e
o 0.5
-0.2 0 0.2
BDT discriminator
2016, 35.9 fb™ (13 TeV)
£ 700F - T T T =
Q E CMS Preliminary ~+-Observed[Jz -1t E
2 s00F ur, 2 jets VBF-enriched [z - ee/up [t t+jets 3
S E Moiboson [JReducible
Lﬁ 500 [ SM H - 10 = H_ t (B=5%7]
100 E_ [IBkg. unc. _E
300F ] 3
200 L E
BT — 3
o —— ) E
=3
15
ST T PP
%) — +
205
oo

0.2 0 0.2
BDT discriminator

2016, 35.9 fb™ (13 Tev)

T T T T
CMS Preliminary ~+-observed [zt

ur,, 0 jet Wz-conp  [Metsiets
[Moiboson  [Jreducible o
[ SM H -t W= H . it (B=5%)]

[ekg. unc

e, e 80

-0.4 -0.2 0 0.2
BDT discriminator
2016, 35.9 fb™ (13 TeV)
- T T T T 7]
F CMS preliminary ~+-Observed [zt E
[, Ljet Mz-conp  [Meters o
- [Moiboson  [Jreducible
o [ sM H - W= H -t (B=5%)]
:— [ekg. unc _:
E i ]

==
-0.4 -0.2 0 0.2

BDT discriminator

2016, 35.9 fb™ (13 TeV)

Events/bin

Obs./Exp.

- T T -
= CMS Preliminary +4-Observed  [Jz-t -
[ ur, 2jets gg-enriched [z-eonn  Mwies ]
'_ [Eoiboson [JReducible 7
o [ sM H -t W H - it (B=5%)]
E [[ekg. unc ]
E e | ]

gl % T‘a»

-0.4 -0.2 0 0.2

BDT discriminator

2016, 35.9 fb™ (13 TeV)

Events/bin

T T T T
CMS Preliminary ~+observed  []z-t
ut,, 2 jets VBF-enriched [llz-eenn  Miwsiers
[Eoiboson  [JReducible
[ SM H - 1t W H . it (B=5

[8kg. unc

T T P Y. A T A

Obs./Exp.

BDT discriminator
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Table 5: The expected and observed upper limits at 95% CL and best fit branching fractions in
percent for each individual jet category, and combined, in the H — ut process obtained with

the BDT-fit analysis.
Expected limits (%)

O-jet 1-jet 2-jets VBF Combined
ety < 0.94 <121 <373 <276 <0.71
ety < 1.52 <1.93 <3.55 <1.76 <0.97
et < 0.56

Observed limits (%)

O-jet 1-jet 2-jets VBF Combined
ety <1.27 < 1.26 < 3.90 <1.78 < 0.85
ety < 1.53 <207 < 3.65 < 3.39 <131
er < 0.72

Best fit branching fractions (%)

O-jet 1-jet 2-jets VBF Combined
ety | 046 +043 | 0.07+£0.39 | 0.13+1.13 | -1.38 = 1.03 | 0.21 +0.36
ety | 0.18 =0.35 | 045 £0.60 | 0.29 £1.13 | 2.03 = 0.47 | 0.51 =041
eT 0.23 £ 0.24
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Figure 5: Distribution of the collinear mass M for the H — et process in the M_,;-fit analysis,
in the different channels and categories compared to the signal and background estimation.
The background is normalized to the best-fit values from the signal plus background fit while
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Figure 6: Distribution of the BDT output for the H — et process for the BDT-fit analysis, in
the different channels and categories compared to the signal and background estimation. The
background is normalized to the best-fit values from the signal plus background fit while the
simulated signal corresponds to B(H — eT) = 5%. The bottom panel in each plot shows the
fractional difference between the observed data and the fitted background. The left column of
plots corresponds to the H — eT, categories, from O-jets (first row) to 2-jets VBF (fourth row).
The right one to their H — e, counterparts.
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Table 6: The observed and expected upper limits at 95% CL and the best fit branching fractions
in percent for the different jet categories in the H — eT process obtained with the BDT-fit
analysis.

Expected limits (%)

O-jet 1jet 2-jets VBF Combined
ety < 0.90 <159 <254 < 1.84 < 0.64
ety < 0.79 <113 < 1.59 < 0.74 < 0.49
eT < 0.37
Observed limits (%)
0-jet 1et 2-jets VBF Combined
ety <1.22 < 1.66 <225 < 1.10 < 0.78
ety < 0.73 < 0.81 < 1.94 < 1.49 < 0.72
eT < 0.61
Best fit branching fractions (%)
O-jet 1et 2-jets VBF Combined
ety | 047+042 | 0.17+0.79 | -042+1.01 | -1.54 +0.44 | 0.18 £ 0.32
ety | -0.134+0.39 | -0.63 2040 | 0.54 £0.53 | 0.704+0.38 | 0.33 £0.24
etT 0.30 £ 0.18
CMS preliminary 35.9 fbl (13 TeV) CMS Preliminary 35.9 fb (13 TeV)
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Figure 7: Observed and expected 95% CL upper limits on the B5(H — e7) for each individual
category and combined. Left: M., -fit analysis. Right: BDT-fit analysis.
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CL upper limits. The BDT-fit analysis is more sensitive than the M_,-fit analysis, with limits
reduced by about a factor two.

Table 7: The observed and expected upper limits at the 95% CL and the best fit branching
fractions in percent for the H — u7 and H — et processes, with the different selections.
Observed(Expected) limits (%) Best fit branching fraction (%)

M,-fit BDT-fit M,q-fit BDT-fit
H — ut | <051(049)% <0.25(0.25)% | 0.02+0.20% 0.00 £0.12 %
H — et | <0.72(0.56) % <0.61(0.37) % | 0.23+0.24% 0.30£0.18 %

The constraints on B(H — u71) and B(H — et) can be interpreted in terms of LFV Yukawa
couplings [34]. The LFV decays eT and uT arise at tree level from the assumed flavour violating
Yukawa interactions, Y;.,s where £, ¢P denote the leptons, B = e, u, T and ¢* # ¢B. The
decay width I'(H — ¢*/(f) in terms of the Yukawa couplings is given by:

D(H = 468) = 2 (Yo + [ Yo P),
and the branching fraction by:

T(H — (*4P)
T(H — (*¢F) +Tspn

B(H — ¢*¢F) =

The SM H decay width is assumed to be I'syy = 4.1MeV [71] for My = 125GeV. The 95%
CL upper limit on the Yukawa couplings derived from the expression for the branching frac-
tion above is shown in Table 8. The limits on the Yukawa couplings derived from the BDT-fit
analysis results are shown in Figure 8.

Table 8: 95% CL upper limit on the Yukawa couplings
M_q-fit BDT-fit
IYue P+ Vo2 <205x10% <143 %1073

[Yor|? + |Yze|? <245x1073 <226x1073

9 Summary

This article presents the search for LFV decays of the Higgs boson in the ;T and et final states,
with the 2016 data collected by the CMS detector. The dataset analyzed corresponds to an in-
tegrated luminosity of 35.9 fb! of proton-proton collision data recorded at /s = 13 TeV. The
results are extracted by a fit to the output of a BDT trained to discriminate the signal from back-
grounds. The results are cross-checked with alternate analysis that fits the M, distribution
after applying selection criteria on kinematic variables. No evidence is found for LFV Higgs
boson decays. The observed (expected) limits on the branching fraction of the Higgs boson to
utT and to et are found to be less than 0.25(0.25)% and 0.61(0.37)%, respectively, at 95% confi-
dence level, and constitute a significant improvement with respect to the previously obtained
limits by CMS and ATLAS using 20 fb~! of 8 TeV proton-proton collision data. Upper limits on
the off-diagonal ;T and et Yukawa couplings are derived from these constraints on the branch-

ing ratios, and found to be /|Yyr|2 4 |You|? < 1.43 X 1072 and /|Yer|? + |Yre|? < 2.26 x 1073
at 95% CL.
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Figure 8: Constraints on the flavour violating Yukawa couplings, |Y,z|, |Yeu| and |Yer|, |Yze,
from the BDT result. The expected (red solid line) and observed (black solid line) limits are
derived from the limit on B(H — p7) and B(H — e7) from the present analysis. The flavour
diagonal Yukawa couplings are approximated by their SM values. The green (yellow) band
indicates the range that is expected to contain 68% (95%) of all observed limit excursions from
the expected limit. The shaded regions are derived constraints from null searches for T — 3u
or T — 3e (dark green) and T — u<y or T — e7 (lighter green).The purple diagonal line is the
theoretical naturalness limit Y;;Yj; < m;m;/ v
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